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ABSTRACT

We report XLINK, a multi-path QUIC video transport solution
with experiments in Taobao short videos. XLINK is designed to
meet two operational challenges at the same time: (1) Optimized
user-perceived quality of experience (QoE) in terms of robustness,
smoothness, responsiveness, and mobility and (2) Minimized cost
overhead for service providers (typically CDNs). The core of XLINK
is to take the opportunity of QUIC as a user-space protocol and
directly capture user-perceived video QoE intent to control multi-
path scheduling and management. We overcome major hurdles
such as multi-path head-of-line blocking, network heterogeneity,
and rapid link variations and balance cost and performance.

To the best of our knowledge, XLINK is the first large-scale ex-
perimental study of multi-path QUIC video services in production
environments. We present the results of over 3 million e-commerce
product short-video plays from consumers who upgraded to Taobao
android apps withXLINK. Our study shows that compared to single-
path QUIC, XLINK achieved 19 to 50% improvement in the 99-th
percentile video-chunk request completion time, 32% improvement
in the 99-th percentile first-video-frame latency, 23 to 67% improve-
ment in the re-buffering rate at the expense of 2.1% redundant
traffic.
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• Networks → Network protocol design; Cross-layer proto-

cols.
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1 INTRODUCTION

Video streaming (either live or video-on-demand) has now become
the central component in today’s e-commerce. Ninety-six percent
of the consumers report that product videos are incredibly helpful
in their purchasing decisions [1]. The current COVID-19 pandemic
is further accelerating such transitions of consumers’ habits in
viewing and buying, pushing the need for more sellers to create
video content on platforms such as Alibaba, Amazon, YouTube, and
TikTok and spawning a wave of Internet celebrity economy [2] 1.

As one of theworld’s primary e-commerce services, wemake two
key observations: first, short-form product video stalls and start-
up delays significantly impact user satisfaction. Second, the need
driven by consumers who want to see greater detail and feel more
engaged keeps pushing videos towards higher data rates. These
observations urge the demand for more wireless bandwidth and
more robust data delivery to mobile devices that may experience
frequent hand-offs. Multi-path transport that enables multi-homed
devices, like smartphones, to aggregate wireless links is a promising
solution to meet the above need.

Indeed, the topic of multi-path transport has gained much at-
tention over the past few decades [4–8]. Today, the most widely
known multi-path protocol is MPTCP in RFC 6824 [4]. Unfortu-
nately, MPTCP requires OS-level support in smartphones. The de-
ployment cost is exceptionally high for mobile app providers who
are not phone manufacturers 2. Recently, as the industry moves
toward QUIC [10], multi-path extensions over QUIC [7, 11, 12]
have been introduced. In contrast to TCP, QUIC as a user-space
protocol, can be installed and upgraded as part of the application, so
multi-path QUIC as an end-to-end solution can be deployed rapidly
and evolved continuously [10]. However, recent proposals [7, 13]
were designed to support generic traffic such as web and bulk data
transfer and were not optimized for videos. The effectiveness of
these proposals in practice also remains unclear [14, 15].

In this paper, we ask the following question: is it practical and
worthwhile to bring multi-path QUIC to large-scale video services?

We found it was far from straightforward to apply past multi-path
solutions into our large-scale product video services directly. First

1For example, Ryan Kaji, who was nine years old as of 2020, had influenced the toy
industry with his YouTube channel, Ryan’s World. Ryan was also listed as the highest
paid YouTuber, earning $22 million and $26 million respectively from his videos and
product line [3]

2There are over 1000 smartphone models that need to be covered [9].
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of all, to justify the incentives, multi-path should achieve no worse
performance than a single path [6, 16]. However, our deployment
showed that the default multi-path solutions could be 16% slower
on the median and 28% slower at 99-percentile than the single-path
delivery over the better path. The efficient usage of the aggregated
wireless resources turns out to be much harder than expected. One
of the major hurdles is the multi-path head-of-line (MP-HoL) block-
ing issue caused by fast varying and heterogeneous paths [6]. The
blocking happens when the packets sent earlier at the slow path
arrive later than the packets at the fast path, causing out-of-order
arrival; the out-of-order packets are not eligible to be submitted to
applications, so the fast paths have to wait. Significant heterogene-
ity over Wi-Fi, LTE, and 5G, as well as frequent handoffs of mobile
terminals in our context, will further aggravate this issue [17].

One solution to the multi-path HoL blocking is to use more so-
phisticated packet scheduling algorithms [18–20]. These solutions,
however, rely on predictions of network characteristics, which tend
to be inaccurate, especially for wireless links that experience rapid
varying link rates and occasional multi-second outages [21]. Other
proposals attempt to transmit duplicate packets to decouple multi-
paths to alleviate the problem [6, 8]. Unfortunately, they cause
significant traffic redundancy. For instance, we found that the tradi-
tional re-injection strategies [6] lead to a more than 15% increase of
the total outbound traffic from video servers in practice. The cost
overhead is particularly important when it comes to large-scale
video services. Past multi-path solutions that send duplicate copies
of data may work for audio services [22], but they do not work for
videos as the amount of traffic is much larger.

It is surprising that, to date, the feasibility and benefits of using
multi-path in large-scale video services remain unclear. Therefore,
in this paper, we present our large-scale experimental study of
XLINK. The key idea behind XLINK is to take the opportunity of

QUIC as a user-space protocol and directly capture video QoE intent

to control multi-path scheduling and management. Specifically:

• Knowing the unpredictable nature of wireless links, we do not
pursue accurate predictions of network characteristics. Instead,
we rely on the client’s QoE feedback to dynamically control
packet re-injection’s aggressiveness in the server’s scheduler.
XLINK’s scheduler re-injects unacknowledged packets onlywhen
otherwise multi-path HoL blocking would impair the user per-
ceived QoE, achieving performance and cost-efficiency at the
same time.
• XLINK is designed toworkwithmultiple concurrent QUIC streams.
As a video may be downloaded through concurrent streams with
each requesting a portion of it, stream blocking can happen when
late-stream packets are queued before the re-injected copies of
early-stream packets. With stream priority-based re-injections,
XLINK carefully determines the sending order based on the ur-
gency of the streams, enabling smoother streaming experience.
• XLINK is optimized for short videos. It introduces first-video-
frame acceleration with video-frame priority-based re-injection,
which allows video applications to further differentiate video
frame importance beyond a stream granularity to avoid the exces-
sive delay of in-flight packets on the slow path at video start-up.
• XLINK handles large path delay differences in heterogeneous
networks with QoE-aware path management. First, it introduces

wireless-aware primary path 3 selection, which takes care of
different wireless technologies’ path delays in the multi-path ini-
tialization process, providing quicker connection setup. Second,
unlike MPTCP, multi-path ACKs (ACK_MPs) in XLINK are not
restricted to the same subflow and XLINK is flexible in choos-
ing the return path of ACK_MPs, which boosts the performance
further.

In doing so,XLINK achieves superior performance compared to past
approaches in terms of video start-up delays, video re-buffering
rate, mobility support and, CDN traffic overhead. Moreover, as
security and privacy are at the core of QUIC’s design philosophy,
there should be a basic premise that the multi-path QUIC keeps at
least the same security level as QUIC and introduces no additional
concerns. We design XLINK as a lightweight extension of QUIC
while achieving the desired functionality and flexibility.
Contributions: We make the following contributions:
• We present the first large-scale experimental study of multi-path
QUIC video transport in production environments to demon-
strate the feasibility and deployability.
• We point out that the key to fundamentally addressing the above
challenges is to leverage QUIC as a user-space protocol, allowing
it to closely interact with an application and use video QoE for
scheduling and path management.
• We reveal practical challenges that were less discussed in pre-
vious literature regarding performance, cost, mobility, compat-
ibility, and network heterogeneity and share our experience in
dealing with those challenges.

Main results:We conducted large-scale A/B tests of XLINK ver-
sus single-path QUIC with over 100K participants who voluntarily
upgraded to a test-version of Taobao Android app that ran with
XLINK’s client, and we deployed XLINK’s server with Taobao short-
video service. Our data set consisted of over 3-million video plays.
We observed that XLINK achieved 19 to 50% improvement in the
99-th percentile video-chunk request completion time, 32% improve-
ment in the 99-th percentile first-video-frame latency, 23 to 67%
improvement in the re-buffering rate at the expense of 2.1% redun-
dant traffic. Therefore, we believe XLINK is a key step towards the
widespread adoption of multi-path QUIC on the public Internet.

Wewould like to note that the innovation behindXLINK’s utiliza-
tion of remote feedback to control multi-path packet re-injection
extends beyond the scope of end-to-end video delivery and can
serve as a general high-performance multi-path transport mech-
anism. The stream and frame priority-based scheduling, on the
other hand, leverage QUIC’s ability to express video awareness,
and hence are more QUIC-specific.

With the proliferation of video applications and wireless tech-
nologies, the traditional one-size-fits-all approach that optimizes
video and transport at independent layers will no longer satisfy the
ever-growing diversity of the user-perceived QoE. XLINK, which
leverages the user-space nature of QUIC, pioneers innovations
on a closer collaboration between video and wireless. The impli-
cations of XLINK’s synergy of multi-path and the application’s
QoE-awareness extend beyond short videos and pave the new way
for other exciting research areas such as live streaming, 360-degree
videos, augmented reality (AR), and virtual reality (VR).

3Primary path is the path used to start a connection.
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2 MOTIVATION

The development of XLINK is motivated by the following trends:
Short-form video explosion: Recent years have witnessed the
explosion of short-form videos driven by apps such as TikTok,
Reels, and Twitter [24]. E-commerce companies like Alibaba, Ama-
zon, Ebay, and Redfin [1, 25, 26] are also shifting to short videos
to showcase online products in mobile apps. Short videos impose
more stringent QoE requirements because viewers are less tolerant
of QoE impairments for short videos than long videos [27]. Mean-
while, consumers’ appetites for video contents are moving towards
4K and beyond (e.g., AR and VR), which can request a bit-rate more
than 85Mbps [28]. These changes urge mobile devices to overcome
the spectrum shortage and link instability in wireless connectiv-
ity. XLINK offers an easy-to-deploy solution that enables billions
of today’s smartphones to get fast, smooth, and robust wireless
connectivity.
Road to QUIC: QUIC was initially developed internally at Google
to replace TCP [10]. Compared to TCP, QUIC is faster, more secure,
and offers protection against protocol ossification. It is reported that
QUIC now accounts for more than 40% of Google’s [29] and 75%
of Facebook’s Internet traffic [30]. The increasingly widespread
adoption of QUIC drives XLINK. We also learn from past pains
and gains from the deployment of MPTCP. We show that the user-
space property of QUIC is the key to overcome major hurdles such
as unsatisfactory performance, difficulties in dealing with load
balancers, obtaining OS-level support, and traversing middleboxes
that block the use of MPTCP [5, 31, 32].
Better mobility support: Mobility support is vital in wireless
communication. Unfortunately, today, roamings from Wi-Fi to cel-
lular are either slow or prone to failures [33]. QUIC introduces
connection migration (CM)[34], but CM requires resetting the con-
gestion window after migration, which may not be suitable for
video streaming, which needs sustained high bandwidth. Apple has
shown the benefits of MPTCP to support Wi-Fi-LTE roaming in
Siri, but to date, it is not clear whether multi-path remains effective
in deployed video services. We develop XLINK to answer these
questions and to explore the benefits of swiftly distributing packets
according to link variations in high mobility scenarios.
Multi-path in 5G: The advent of 5G makes multi-path capabilities
even more interesting. Although 5G offers higher bandwidth to
fulfill data-rate needs, the smaller signal coverage due to more
propagation loss and weaker penetration compared to LTE [35,
36] brings new challenges for 5G to meet its stringent reliability
and QoS guarantees. On the other hand, Wi-Fi 6 will probably
remain the most efficient method for indoor communication [37].
As a result, 3GPP introduced ATSSS in Release16, which features
simultaneous usage of 5G and other non-3GPP access (e.g., Wi-
Fi) [38]. Through a formal liaison, 3GPP has recently expressed
interest to IETF for protocols that enable steering, switching, and
splitting of traffic (primarily UDP) across multiple access where
QUIC is a focal point [39]. XLINK keeps pace with such a trend
with its ability to support 5G and Wi-Fi simultaneously.

3 EXPERIENCEWITH VANILLA

MULTI-PATH QUIC

In this section, we present our experience with the vanilla multi-
path QUIC (vanilla-MP 4). Two significant challenges of multi-
path performance are mobility and path delay difference. We first
study the dynamics of vanilla-MP in mobile environments. Then
we discuss the measured path delay difference when accessing
our video servers via different wireless technologies. Finally, we
show how vanilla-MP performs against single-path QUIC (SP) in a
large-scale A/B test in our production environments.

3.1 Fast changing wireless links

To understand how vanilla-MP behaves in the mobile environment,
we plot the dynamics of its in-flight packets replayed with a pair of
Wi-Fi & LTE traces collected when walking on our campus shown
in Fig. 1a and 1b with the Mahimahi emulation tool [40] 5. The
LTE trace was relatively stable, but on the contrary, the Wi-Fi
trace changed rapidly, with its throughput dropping to almost zero
from 1.7s to 2.2s; the congestion window (CWND) could not follow
such rapid change. As a result, the scheduler still kept sending
packets on that path, causing the number of in-flight packets to
even go up at around 1.8s. Such a rapid variation could lead to severe
HoL blocking since the video frame could not be delivered to the
application until all the stagnant packets on the slow path (Wi-Fi)
were recovered after a long period.

3.2 Path delays in heterogeneous networks

To understand the path delay differences. We measured RTTs when
accessing our video services via different wireless technologies. We
also deployed our own 5G SA testbed to understand 5G ultra-low
latency 6. We found that wireless technologies had a significant
impact on path delays. The median path delay of LTE was 2.7 times
and 5.5 times that of Wi-Fi and 5G SA, respectively, while the 90𝑡ℎ
percentile path delay of LTE was 3.3 times that of Wi-Fi. The path
delay difference further increased with cross-ISP delays in multi-
path 7. The large differences in path delays could impact video
start-up delays and request completion time in short video services.

3.3 Deployment of vanilla-MP

Table 1: Reduction of rebuffer rate (vanilla-MP vs. SP)

Days # 1 2 3 4 5 6 7
Improv. (%) -34.6 -54.6 -47.7 -96.5 -77.8 -41.5 -48.3

Finally, we verified the effectiveness of vanilla-MP by conducting
a large-scale A/B test against single-path QUIC (SP) in our short
video services. The experiment methods are discussed in Sec. 7.2.
In Fig. 1c, we plot the median, 90𝑡ℎ percentile and 99𝑡ℎ percentile

4We implemented vanilla-MP with the min-RTT packet scheduler as described
in MPQUIC [12]. The min-RTT packet scheduler is also the default packet scheduler
used in Linux kernel MPTCP.

5We used the multi-path extension of Mahimahi. The experimental methods are
discussed in Appx. B.

6At the time of writing, 5G SA is not commercially used.
7In practice, we also need to account the cross-ISP delay, which cause further

increase in the delay of the secondary path. The relative increase of the measured
cross-ISP LTE path delays in percentage are shown Table 4 in Appx. A and note that
when employed as the secondary path, the delay could go up by 50% as the result of
crossing ISP boarders.
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Figure 1: Experience with vanilla multi-path QUIC (vanilla-MP). (a) and (b) vanilla-MP in fast varying wireless environments. (c) A/B test

(vanilla-MP vs. single-path QUIC) on request completion time.

video chunk request completion time (RCT) collected throughout
one week. The figure reveals the following findings: (1) Vanilla-MP
was only effective at times on the median and 90𝑡ℎ percentile RCT,
and could lead to worse performance (days 1, 3, 4, and 5). The largest
median RCT degradation was 16%. (2) Vanilla-MP always lead to
degraded 99𝑡ℎ percentile RCT, which could be even 28%worse than
SP (days 4 and 7). In Table 1, we report the reduction of client-side
video rebuffer rate (measured as the total amount of video rebuffer
time normalized by the total amount of video play time) observed
through the course of a week. A negative number indicated that
the rebuffer rate of vanilla-MP was worse than that of SP. The
rebuffer rate of vanilla-MP deteriorated. Instead of decreasing, it
increased more than 34%, with the largest increase up to 96%. Such
a result was not surprising due to the issues discussed above and
therefore, vanilla-MP failed to meet the criteria of achieving no
worse performance than single-path transport.

4 XLINK DESIGN OVERVIEW

In this section, we present the design overview of XLINK. The
goal is to achieve optimal user-perceived QoE (e.g., low latency
and small re-buffering) with the least possible overhead cost. As
shown in Fig. 2, XLINK is designed as a lightweight end-to-end
multi-path QUIC extension deployed in mobile apps and edge
servers. It enables a multi-homed mobile client to communicate
to a remote server with simultaneous transmissions over multiple
wireless interfaces (e.g., Wi-Fi and cellular). Unlike past solutions
such as MPQUIC and MPTCP that operate unassisted from applica-
tions, XLINK is driven by the recent trends of cross-layer network
designs [41] and closely integrates transport with video apps to
achieve high performance and cost-efficiency at the same time. The
core of XLINK is to take the opportunity of QUIC as a user-space
protocol and leverage the user-perceived video QoE in multi-path
scheduling and management.

Architecturally, XLINK’s QoE-driven scheduling is built on top
of a client-server feedback mechanism. A XLINK client captures
user-perceived QoE signals (e.g., video player cached frames and
video player frame-rate) and uses ACK_MP extension frame (Sec. 6
and Fig. 16) to carry those signals to a remote video server to con-
trol its scheduling. The use of QoE_control_signal field controls
the coupling and decoupling of multiple paths. It allows XLINK
to overcome multi-path HoL blocking without incurring unneces-
sary cost overhead, which is crucial for large-scale deployability
(Sec. 5.2). XLINK further handles large path delay differences by of-
fering first-video-frame acceleration (5.1), wireless-aware primary

path selection (5.3), and fastest-path ACK_MP to avoid excessive
delay from the slow path and improve video start-up.

Algorithmically, XLINK utilizes packet re-injection to decouple
multiple paths. Unlike past re-injection [6], XLINK implements
priority-based re-injection at two levels: transport (QUIC stream)
level and application (video frame) level (Sec. 5.1). The stream
priority-based re-injection accounts for QUIC’s concurrent streams
that request different portions of a video. It ensures that re-injected
packets of an early stream are sent before later streams’ pack-
ets, thus preventing stream blocking at transport. The video-frame
priority-based re-injection differentiates video frame urgencywithin
a stream. It treats the first frame of a video with the highest priority
to speed up video start-up. In terms of QoE feedback control, XLINK
introduces double thresholding control (5.2.2), which achieves re-
sponsiveness and cost efficiency and offers flexibility to balance
performance and cost.

At the protocol level, XLINK builds on top of the multi-path ex-
tensions proposed in draft [11], which incorporates PATH_STATUS
and ACK_MP extension frames to manage path status and ac-
knowledge packets received from different paths. The only dif-
ference is that the current XLINK implementation (used in this
experiment) sends QoE feedback as an additional field in ACK_MP
frame, instead of sending the QoE feedback in the independent
QOE_CONTROL_SIGNALS frame specified in the draft.

5 QOE-DRIVEN SCHEDULING AND PATH

MANAGEMENT

This section discusses the details of QoE-driven multi-path schedul-
ing and path management, which enables XLINK to achieve supe-
rior user-perceived QoE with minimized cost overhead. It consists
of three major components: stream and video-frame priority-based
packet re-injections, QoE feedback control, and QoE-aware path
management. We overcome multi-path HoL blocking, stream block-
ing, and excessive delay at video start-up with stream and video-
frame priority-based re-injections. To reduce cost, QoE feedback is
used to control the redundancy associated with re-injection. We fur-
ther handle path delay differences in heterogeneous networks with
QoE-aware path management that incorporates wireless-aware
primary path selection and fastest-path multi-path ACK.

5.1 Priority-based re-injection

Why re-injection? Re-injection is used to decouple multiple paths.
As discussed earlier, the root cause of multi-path HoL blocking is
the coupling of multiple paths when the scheduler splits packets
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Figure 2: The overview end-to-end architecture of XLINK.

Figure 3: Use re-injection to overcome multi-path HoL blocking:

(a) Without re-injection, packets lost on the slow path would block

the fast path. (b) With re-injection, lost packets on the slow path

can be quickly recovered from the fast path.

across them. To explain how multi-path HoL blocking happens
through such coupling, Fig. 3(a) shows the typical process of a
scheduler splitting packets from its sending queue (pkt_send_q)
across a fast path (purple) and a slow path (blue). The packets sent
by the fast path and the slow path complement each other and the
client waits successful delivery on both paths to obtain the whole
chunk of video. Blocking happens if pkt 6 and pkt 7 on the slow
path are lost (maybe due to a sudden link outage) because the client
cannot proceed until the loss recovery on the slow path, which
can take as long as a retransmission timeout (RTO). Re-injection
is a technique that allows us to decouple multiple paths with the
use of redundant duplicate packets, which is shown in Fig. 3(b). In
re-injection, the sender keeps track of a queue for unacknowledged
packets (unacked_q). Back to the same example, when there are
no more packets in the pkt_send_q to send, the sender can send
duplicates of the unacknowledged packets 6 and 7 with re-injection
into the fast path without waiting for the loss recovery on the slow
path, allowing the receiver to continue consuming data without
suffering from the blocking effect.
Priority-based re-injection. However, traditional packet reinjec-
tion is not enough to achieve good video QoE. The first thing we
need to address is the stream blocking effect. Unlike TCP, QUIC
transport layer has the concept of QUIC Stream. A connection can
carry multiple streams with each separately flow controlled and
loss recovered. In short-video transport, the video player may si-
multaneously request multiple streams, with each downloading
a small portion of the video 8. As shown in Fig. 4 (a) and (b), the
pkt_send_q now contains two streams, Stream 1 and Stream 2. The

8When the network is good, the use of multiple concurrent streams allows the
media player to pre-fetch video chunks.

Figure 4: Different modes of re-injection: (a) Traditional (append-

ing) mode, (b) stream priority-based mode to address stream block-

ing and (c) video-frame priority-based mode to address video frame

blocking.

traditional re-injection works in an appending mode in Fig. 4(a).
If pkt 4 is lost on the slow path in this mode, the scheduler can
only re-inject it at the end of the pkt_send_q, behind Stream 2,
which is not optimal. As the contents of streams play in sequence,
stream 2 now blocks the delivery of stream 1. Indeed, an early
stream should enjoy high priority re-injection so that the pkt 4
is re-injected right after Stream 1. In XLINK, we employ stream
priority-based re-injection (Fig. 4(b)) to take care of concurrent
QUIC streams. In this mode, when the sender sends out the last
packet in Stream 1, it immediately checks the unacked_q to look for
packets of the same stream priority. If any, it inserts those packets
before the unsent packets of lower priority streams, as shown in
Fig. 4(b), thus preventing stream blocking.
First-video-frame acceleration.XLINK further introduces video-
frame priority-based re-injection to accelerate first-video-frame
delivery, which is critical for short videos. Without it, the use of
multi-path in the presence of a large path delay differencemay suffer
from a slow video start caused by the video frame blocking effect.
The reason is that a multi-path scheduler may put a first-video-
frame packet on an ill-conditioned path if the congestion window of
a well-conditioned path is full (e.g., pkt 3 in blue in Fig. 4(c)). In this
case, the stream-level granularity offered by stream priority-based
re-injection is not enough because the re-injected packet still has to
wait for other video frames in the same stream to be delivered (See.
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Fig. 4(b)). XLINK addresses this problem with video-frame priority-
based re-injection shown in Fig. 4(c). In this mode, XLINK provides
stream_send API to the application to express video QoE-awareness
at a finer granularity. Specifically, to accelerate the first video frame,
the application can set the stream data containing the first video
frame at the highest priority with position and size parameters that
indicate the video frame’s relative location. When enabled, XLINK
checks the unacknowledged packet from the first video frame (pkt
3) after sending out the last first-frame packet (pkt 4). If there is
any, the scheduler re-injects it (pkt 3) before any unsent packets
of the other video frames in the same stream. The re-injected copy
can go through the fast path this time, which may arrive earlier
than the original packet. Therefore, the video-frame priority-based
re-injection avoids the slow path’s excessive delay and significantly
improves the video start-up speeds.

5.2 QoE feedback and re-injection control

The problem with packet re-injection is that it, unfortunately, in-
troduces a lot of redundant packets. In our case, we found that

direct applying of re-injection increased the total amount

of traffic by 15%. The humongous cost overhead 9 would be un-
acceptable for large-scale deployment. Besides the cost problem,
redundancy could also impact the overall throughput. In order to
address this challenge, XLINK leverages the client’s QoE feedback
to control the cost overhead associated with packet re-injection
while ensuring user-perceived QoE.

Indeed, redundant packets are not always needed as the video
player caches video chunks. If the buffer occupancy level is high,
the play-time left until the next possible re-buffering is long, and
hence, the urgency of using re-injection is low. On the contrary, if
the buffer occupancy level is low, the time left until the next possible
re-buffering is short and, hence, the urgency of using re-injection
is high. Knowing that the client video player’s buffer occupancy
is a strong indicator of the user-perceived QoE, XLINK captures
buffer occupancy information and sends it back to the server to
control its re-injection usage. These signals are conveyed in the
QoE_Control_Signal field of the ACK_MP frame in Fig. 16. The
definition of QoE signals can be flexible. In our case, we capture
four types of signals from the client’s video player: (1) the number
of cached bytes (𝑐𝑎𝑐ℎ𝑒𝑑_𝑏𝑦𝑡𝑒𝑠), (2) the number cached of frames
(𝑐𝑎𝑐ℎ𝑒𝑑_𝑓 𝑟𝑎𝑚𝑒𝑠), (3) the bitrate (𝑏𝑝𝑠), and (4) the framerate (𝑓 𝑝𝑠).

5.2.1 Capturing QoE signals. The process of how XLINK cap-
tures QoE feedback signals is illustrated in Fig. 5. Here we focus on
the video pipeline, which consists of the Media Source, the Source
Pipe, the Decoder, the Decoder Pipe, and the Renderer. The Media-
CacheService responds to video play request frommedia player and
sends out HTTP range requests to server to obtain video chunks.
TNET is an Android network SDK used in Taobao client, which
delivers the QoE signals to XLINK. The incoming media data is first
processed by the Media Source where the audio and video frames
are split and cached in the Source Pipes, which subsequently send
the frames to their respective Decoders for the actual decoding.
The Source Pipe keeps track of the number of cached frames and
the number of cached bytes. The Decoder has the knowledge of

9The traffic cost is $0.085 per GB[42]

Figure 5: Illustration of howXLINK captures QoE feedback signals

from the media player.

the frame-rate and bit-rate. In order to obtain the QoE information,
the Source Pipe and Decoder keep sending the these updated met-
rics to TNET, periodically. When XLINK wants to send out a QoE
feedback, it queries the TNET. If the QoE information is updated in
TNET, TNET responds to XLINK’s query, then XLINK encapsulates
the QoE feedback information into the QoE Control Signal field in
ACK_MP frames as shown in Appx. C.
5.2.2 Double thresholding control. The algorithm that con-
trols the re-injection usage needs to satisfy three properties: respon-
siveness, cost-efficiency, and flexibility. (1) It must be responsive
enough when re-injection is urgently required. (2) It should accu-
rately prevent any unnecessary re-injections. (3) It needs to offer
flexibility to adjust the balance between performance and costs. We
introduce double thresholding control to meet the above needs. The
basic form of the algorithm is shown in Alg. 1. The inputs of this
algorithm are the four types of QoE signals as described above, and
the output of the algorithm is the decision of whether re-injection
should be enabled. At a high level, the algorithm can be divided
into three steps:
Step1: Computing play-time left. We first estimate the video
play-time left Δ𝑡 in the client’s buffer with the QoE feedback. One
could use quotient of the 𝑐𝑎𝑐ℎ𝑒𝑑_𝑓 𝑟𝑎𝑚𝑒𝑠 divided by 𝑓 𝑝𝑠 or the
quotient of 𝑐𝑎𝑐ℎ𝑒𝑑_𝑏𝑦𝑡𝑒𝑠 divided by bps to compute Δ𝑡 . When the
video is not encoded with constant bitrate and the framerate is high,
we recommend computing Δ𝑡 using 𝑐𝑎𝑐ℎ𝑒𝑑_𝑓 𝑟𝑎𝑚𝑒𝑠 and 𝑓 𝑝𝑠 since
the 𝑏𝑝𝑠 could exhibit large variations. However, if the framerate
is very low, computing based on 𝑐𝑎𝑐ℎ𝑒𝑑_𝑏𝑦𝑡𝑒𝑠 and 𝑏𝑝𝑠 is desired.
Basically, one should look at both the bit-rate and the frame-rate.
This allows us to get a more conservative estimate 10.
Step 2: Double thresholding.The second step is double threshold-
ing, in which we compare the play-time left Δ𝑡 with two thresholds,
𝑇𝑡ℎ1 and 𝑇𝑡ℎ2, where we set 𝑇𝑡ℎ1 < 𝑇𝑡ℎ2. The two thresholds are
applied for different purposes. The first threshold 𝑇𝑡ℎ1 is used to
ensure responsiveness. If Δ𝑡 < 𝑇𝑡ℎ1, it means that the play-time
left is too little and we need to turn on re-injection immediately, so
Alg. 1 returns true. The second threshold 𝑇𝑡ℎ2 is applied to obtain

10In the above discussion, we assume that the QoE feedback is frequent enough.
However, in practice, the feedback frequency is determined by the video player. It
should be noted that if the QoE feedback is not frequent enough, the video play-time
left Δ𝑡 needs to be extrapolated.
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cost-efficiency. If Δ𝑡 > 𝑇𝑡ℎ2, it means that the cached data on the
client is sufficient, and we can safely turn off re-injection to reduce
cost, so Alg. 1 returns false. The combination of two thresholds
offers flexibility as one can easily tune these thresholds to trade
performance with cost.
Step 3: Comparing with delivery time.When Δ𝑡 is in the range
of [𝑇𝑡ℎ1,𝑇𝑡ℎ2], the buffer occupancy has a medium level, so the
delivery time of in-flight packets plays a role in the decision. We
further compare Δ𝑡 with the estimated maximum delivery time of
in-flight packets 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑇𝑖𝑚𝑒𝑚𝑎𝑥 . If Δ𝑡 < 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑇𝑖𝑚𝑒𝑚𝑎𝑥 , one of
the paths may be too slow, so the re-injection should be turned
on to accelerate the packet delivery using the other path. If Δ𝑡 >
𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑇𝑖𝑚𝑒𝑚𝑎𝑥 , the in-flight packets will arrive in time, so the
re-injection should be turned off to save cost. 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑇𝑖𝑚𝑒𝑚𝑎𝑥 is
calculated as the maximum 𝑅𝑇𝑇 plus its variation 𝛿 of all paths that
have unacknowledged packets, as shown below:

𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑇𝑖𝑚𝑒𝑚𝑎𝑥 = max
𝑝∈P ∧ 𝑢𝑛𝑎𝑐𝑘𝑒𝑑_𝑞𝑝≠∅

{𝑅𝑇𝑇𝑝 + 𝛿𝑝 } (1)

Example. To illustrate how Alg. 1 overcomes HoL blocking with
reduced cost in fast-changing wireless environments, we plot the
dynamics of the client’s buffer level and the amount of re-injected
packets vs, time in one example as shown in Fig. 6. We test vanilla-
MP (Fig. 6b), re-injection without QoE control (Fig. 6c) and re-
injection with QoE control (Fig. 6d) replayed with the same net-
work traces shown in Fig. 6a. We can see that vanilla-MP, whose
buffer level drops to zero several times as Path 1 deteriorates, suf-
fers from severe multi-path HoL blocking and results in frequent
video re-buffering in Fig. 6b. Re-injection is effective in overcoming
multi-path HoL blocking, so when path 1 deteriorates, Fig. 6c and
Fig. 6d can maintain sufficient cached bytes in their buffer. How-
ever, without QoE control, Fig. 6c uses re-injection recklessly as it
re-injects packets even when the buffer level is high, causing un-
necessary, redundant traffic. With the help of QoE control, Fig. 6d
only uses re-injection when the buffer level is low, so it avoids any
unnecessary usage of re-injection when the buffer level is high. As
a result, Fig. 6d is able to ensure the smoothness of the video play
with the least traffic overhead 11.
Performance and cost tradeoffs. The two thresholds 𝑇𝑡ℎ2 and
𝑇𝑡ℎ2 offer flexibility in the trade-off between performance and cost.
For example, a larger 𝑇𝑡ℎ1 provides better tail performance at the
cost of increasing the lower bound of traffic overhead 𝐶𝑚𝑖𝑛 . While
𝑇𝑡ℎ2 allows us to control the upper bound of traffic overhead 𝐶𝑚𝑎𝑥

and we have, 𝐶𝑚𝑖𝑛 >= 𝛽 ∗ 𝑃𝑟𝑜𝑏 (Δ𝑡 < 𝑇𝑡ℎ1) and 𝐶𝑚𝑎𝑥 <= 𝛽 ∗
𝑃𝑟𝑜𝑏 (Δ𝑡 < 𝑇𝑡ℎ2), where 𝛽 12 is the cost overhead with re-injection
turned on, which can be roughly estimated as 15% in our case. In
real world deployment, we recommend that 𝑇𝑡ℎ2 and 𝑇𝑡ℎ2 are set
according to the distribution of the client video buffer occupancy.

5.3 QoE-aware path management

This section describes how XLINK’s QoE-aware path management
handles path delay differences in heterogeneous networks. We
first introduce the wireless-aware primary path selection in the

11Note that in this example, we focus on the dynamics of the video start-up phase.
As time goes on, the redundancy ratio of re-injection w. QoE control drops significantly.

12For simplicity, 𝛽 is expressed as a constant, but in reality, the value of 𝛽 can
change.

Algorithm 1: Double Thresholding Control
Input :𝑇𝑡ℎ1 -the first threshold; 𝑇𝑡ℎ2 - the second

threshold; 𝑷 - all available paths; Latest QoE
feedback: cached_bytes, cached_frames, 𝑏𝑝𝑠 and
𝑓 𝑝𝑠 .

Output : re-injection decision
1 Δ𝑡 ← 𝑒𝑠𝑡 ( 𝑐𝑎𝑐ℎ𝑒𝑑_𝑏𝑦𝑡𝑒𝑠

𝑏𝑝𝑠
,
𝑐𝑎𝑐ℎ𝑒𝑑_𝑓 𝑟𝑎𝑚𝑒𝑠

𝑓 𝑝𝑠
)

2 if Δ𝑡 > 𝑇𝑡ℎ2 then
3 return false
4 if Δ𝑡 < 𝑇𝑡ℎ1 then
5 return true
6 maxDeliverTime← 0
7 foreach 𝑝 ∈𝑷 do

8 if exist_no_unack_pkts(𝑝) then

9 continue

10 deliverTime← 𝑅𝑇𝑇𝑝 + 𝛿𝑝
11 if deliverTime > maxDeliverTime then

12 maxDeliverTime← deliverTime

13 if Δ𝑡 < maxDeliverTime then

14 return true

15 return false

multi-path initialization and then discuss the multi-path ACK path
selection strategies.
Wireless-aware primary path selection. XLINK carefully deter-
mines the primary path to initialize a connection based on the types
of wireless interfaces. Past studies have shown that due to path
delay differences, primary path selection impacted the performance
of MPTCP [43]. The path delay difference is further enlarged with
5G SA’s advent because: (1) Unlike 5G NSA that shares the same
core network with LTE, 5G SA employs a new and independent core
network. (2) 5G SA natively supports edge computing and brings
content delivery services further close to the access networks’ edge.
To accommodate the upcoming 5G SA, we make XLINK’s primary
path selectionwireless-aware. For example, we can set the following
order: 5G SA > 5G NSA >WiFi > LTE

13. We measured the first-frame
delivery time vs. different frame sizes when starting a multi-path
connection from different wireless interfaces in Fig. 7. The mea-
surement was conducted with our 5G SA test-bed and enterprise
Wi-Fi. The influence of primary path selection on first-video-frame
delivery time is significant. Simply starting with the right primary
path can offer a much faster video start-up.
Fastest-path Multi-path ACK. Finally, but importantly, XLINK
utilizes fastest-path Multi-path ACK. Different fromMPTCP, whose
ACK is supposed returned on the same sub-flow (original path) [4].
XLINK allows ACK_MP returned from any of the paths, which
gives more flexibility. There are two basic strategies: ACK_MP on
the fastest path (min-RTT path), and ACK_MP on the original path.
In XLINK, we use the fastest path to transmit ACK_MP. We show
the effect of the two ACK path selection strategies with Cubic con-
gestion control in Fig. 8. We measured the request completion time

13The ranking is subject to change in different countries and states. One should
follow local statistics.
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Figure 6: Example of how Alg. 1 overcomes MP-HoL blocking with reduced cost overhead in fast changing wireless environments: (a) Path

traces used in this experiment. (b-d) Dynamics of client’s buffer occupancy level (cached bytes) and server’s re-injection packets (in bytes) for

(b) vanilla-MP, (c) re-injection without QoE control, and (d) re-injection with QoE control.
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of a 4MB load by changing the path RTT ratio between two paths
of equal bandwidth with Mahimahi. As the delay ratio becomes
larger, ACK_MP on the fastest path begins to show advantages. The
reason is that for Cubic, faster ACK return helps the congestion
window grow faster, which yields better throughput.

6 PROTOCOL AND IMPLEMENTATION

We describe the protocol and implementation of XLINK in this
section. We start with how XLINK extends QUIC to multi-path,
followed by the integration of XLINK into android apps and video
services. XLINK is implemented based on our multi-path QUIC
draft [11], which extends IETF QUIC to multi-path with smallest
possible modifications. Different from past proposals [7] that heav-
ily relied on the "uni-flow" concept, we extend multi-path on top
of the concept of the bidirectional paths, which readily fits into
the nature of both cellular and wifi links that cover the majority of
multi-path applications in QUIC while keeping the design simple
and easy to implement. In doing so, we are able to re-use most of the
current QUIC transport design with the sole addition of three new
frames. More importantly, our design supports QoE feedback that
is needed to enable XLINK’s feedback-based dynamic scheduling.

The key design points are: (1) Different paths are identified by
the sequence number of connection IDs (CIDs). To make packet loss
detection and recovery convenient, we use separate packet number
space for each path. (2) We keep QUIC packet header formats un-
changed to avoid the risk of packet being blocked by middle-boxes.
(3) All paths that belong to one connection share the same encryp-
tion key, but we incorporate a mechanism to enable each path to
obtain a unique nonce in AEAD. (4) We incorporate PATH_STATUS
and ACK_MP extension frames to support multi-path functionality
and QoE feedback mechanism.
Multi-path initialization. The multi-path path initialization pro-
cess is shown in Fig. 9. XLINK first initializes the primary path in
the same way that single-path QUIC does, except that during the
first handshake, the client includes a 𝑒𝑛𝑎𝑏𝑙𝑒_𝑚𝑢𝑙𝑡𝑖𝑝𝑎𝑡ℎ transport
parameter. If the server replies with a 𝑒𝑛𝑎𝑏𝑙𝑒_𝑚𝑢𝑙𝑡𝑖𝑝𝑎𝑡ℎ parame-
ter, then both end-hosts know that multi-path is supported. If not,
they fall back to single-path QUIC. Before initializing a new path,
the client needs to provide at least one unused available CID (e.g.
C1 with sequence number 1), and the server needs to provide at
least one unused available CID14. In order to setup a new path,
the client chooses an available Connection ID S2 as the Destina-
tion Connection ID in the new path. The exchange of CID is done
with the 𝑁𝐸𝑊 _𝐶𝑂𝑁𝑁𝐸𝐶𝑇𝐼𝑂𝑁_𝐼𝐷 frame defined in QUIC [34].
To avoid path spoofing attack, XLINK uses 𝑃𝐴𝑇𝐻_𝐶𝐻𝐴𝐿𝐿𝐸𝑁𝐺𝐸

and 𝑃𝐴𝑇𝐻_𝑅𝐸𝑆𝑃𝑂𝑁𝑆𝐸 frames defined in [34]. Once multi-paths
are initialized, XLINK uses ACK_MP frame instead of ACK frame
to send acknowledgement.
Frame extension.We use the PATH_STATUS frame and ACK_MP
frame to support multi-path functionality and QoE feedback. The
PATH_STATUS frame is used to help manage multi-paths, which
informs the peer of the current status of a path, and the peer should
send packets according to the preference expressed in these frames.
Available values of PATH_STATUS are Abandon(0), Standby(1), and
Available(2). Endpoints use the sequence number of the CID used
by the peer for PATH_STATUS frames (describing the sender’s
path identifier). The ACK_MP frame allows for convenient loss

14When client wants to start a new path, it checks whether there are unused
available CIDs on each side, and chooses an available CID S2 as the DCID in the new
path.
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Figure 9: XLINK’s path initialization process

detection and recovery on each path by incorporating a path in-
dex field (CID sequence number). In our experiments, it also sup-
ports QoE feedback between a client and a server by incorpo-
rating the 𝑄𝑜𝐸_𝐶𝑜𝑛𝑡𝑟𝑜𝑙_𝑆𝑖𝑔𝑛𝑎𝑙 field. The structure of ACK_MP
is shown Appx. C. In our draft [11], we further introduce the
QOE_CONTROL_SIGNAL frame extension, which allows us to
send the QoE feedback independently without being restricted by
ACK frequency.
Path close. Both client and server can close a path, by sending
PATH_STATUS frame which abandons the path with a correspond-
ing Path Identifier. Once a path is marked as "abandon", it means
that the resources related to the path can be released. In scenarios
such as client detects the network environment change (client’s
4G/Wi-Fi is turned off, Wi-Fi signal is fading to a threshold), or
endpoints detect that the quality of RTT or loss rate is becoming
worse, client or server can terminate a path immediately.
Packet protection. The general principles of packet protection are
not changed for QUIC Multipath. No changes are needed for setting
packet protection keys, initial secrets, header protection, use of
0-RTT keys [11]. However, the use of multiple number spaces for 1-
RTT packets requires changes in AEAD usage. For QUIC multipath,
the construction of the nonce starts with the construction of a 96
bit path-and-packet-number, composed of the 32 bit Connection ID
Sequence Number in byte order, two zero bits, and the 62 bits of the
reconstructed QUIC packet number in network byte order. If the IV
is larger than 96 bits, path-and-packet-number is left-padded with
zeros to the size of the IV. The exclusive OR of the padded packet
number and the IV forms the AEAD nonce.
Work with Load Balancers. XLINK works with load balancers
that implement the routing algorithm specified inQUIC-LB draft [44].
We use consistent hashing on Connection IDs in load balancers to
ensure that multiple paths are routed to the same real servers. In
order to do so, a real server encodes a server ID in the CID issued
to the client.
Integration with android apps. A XLINK client, written in C, is
implemented in XQUIC [45], which is the Alibaba’s implementation
of the IETF QUIC, and is integrated into Taobao Android App.

XLINK offers APIs for applications such as video players to pass
information (e.g., cached bytes, cached frames, current bit-rate, and
frame-rate) to QUIC. The test package can be released weekly on
the client-side.
Deployment in CDN servers. A XLINK server is also written in
C(also implemented in XQUIC [45]), and is deployed in a multi-
process architecture CDN server. To deliver received packets to the
right process that holds the context of a QUIC connection, we use
consistent hashing on a process ID that is encoded in the reserved
bytes in the CID. The algorithm parameters of XLINK are added as
configuration items that can be updated in hours.

7 EVALUATION

In this section, we present the evaluation of XLINK, which consists
of two parts: online evaluation and controlled evaluation.
Online evaluation: In this part, we report data from real users who
upgraded to Taobao Android app with XLINK. We start by examin-
ing the change of client-side video player’s buffer-level distribution
and the corresponding redundant traffic cost vs. the choice of dou-
ble thresholds. Then, we report the results from our large-scale A/B
tests, where we conducted day-to-day comparisons between two
contrast groups (single-path QUIC and XLINK) running in parallel.
The total number of participants was over 100K and our measure-
ments consisted of over 3-million video plays. In collaboration with
a mobile carrier, the participants who used multi-path in the ex-
periment enjoyed zero-rated cellular data 15. Our A/B test results
include both video request completion time and QoE metrics. In
the QoE metric part, we focused on the rebuffer rate improvement
and first frame delivery time improvement.
Controlled evaluation: In this part, we conduct measurements
in controlled environments which allowed us to compare different
methods with repeatable network conditions. We first conducted
high mobility evaluations where we compared the performance
of XLINK and other multi-path solutions with network traces col-
lected in extreme mobility scenarios. Then, we measured energy
consumption of using XLINK on cellphones when downloading
video files of various sizes.
Unless otherwise specified, the congestion control algorithms used
in experiments were Cubic. For vanilla-MP, MPTCP, and XLINK,
we used "decoupled" congestion control, which was the typical
configuration for mobile multi-path transport [46, 47]. We also
discuss congestion control issues in Sec. 9.

7.1 Buffer-level and cost overhead vs. double

thresholds.

We start by investigating the choice of double thresholds in the
QoE control algorithm by changing the upper and lower thresholds
in Alg. 1. To determine the threshold values, we first measured
the play-time left distribution from QoE feedbacks 16 when the
control was off. Then we chose thresholds (𝑡ℎ(𝑋 ), 𝑡ℎ(𝑌 )), where
𝑡ℎ(𝑋 ) and 𝑡ℎ(𝑌 ) denoted the 𝑋 -th and 𝑌 -th percentile values in
the distribution (e.g., 𝑃𝑟𝑜𝑏 [𝑥 > 𝑡ℎ(𝑋 )] = 𝑋%) 17. Fig. 10 shows the

15Zero-rated data means the mobile carrier does not count the data used by a user
for a specific app.

16We measured the buffer level after the video start-up phases.
17E.g, if 𝑋 is 90, 90% of the play-time left values are greater than 𝑡ℎ (𝑋 ) .
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Figure 10: Client’s buffer occupancy levels and traffic cost over-

head vs. different threshold settings.

client’s buffer level improvements over SP vs. threshold settings,
where (𝑡ℎ(𝑋 ),𝑡ℎ(𝑌 )) is simplified as (𝑋 ,𝑌 ). We also plot the cost
associated with these threshold settings in Fig. 10. We observed the
following:
• Re-injection was necessary. When re-injection was off, the buffer
levels dropped significantly.
• QoE control was necessary. When it was off in the setting (1, 1),
the traffic overhead reached 15%.
• The overhead cost was lowered bounded by 𝛽 (1 − 𝑋 ) and upper
bounded by 𝛽 (1−𝑌 ), where 𝛽 can be approximated as 15%, which
was expected (see Sec. 5.2.2).
• A moderate threshold value achieved good performance with
small cost (e.g., (95, 80)). Further increasing the threshold saw
diminished returns.
• Comparing delivery-time was useful in ruling out unnecessary
re-injection cases to control cost when the upper threshold was
large, as can be seen in (90, 80) vs. (90, 60) and also (60, 50) vs.
(60, 1).

We further calculated the percentage of samples whose play-time
left was smaller than 50ms, which is considered as a danger level
that could lead to possible video rebuffer. The reduction of such
percentage is shown in Table 2, where the threshold settings are the
same as Fig. 10. The percentage reduction of the buffer levels smaller
than 50ms correlated with the improvement of the 99𝑡ℎ percentile
buffer level and a lower-threshold at 𝑡ℎ(95) was sufficient to cover
the poor network conditions. Therefore, the most cost-efficient
combination was (95, 80), which achieved 66% improvement in the
re-buffering probability with an overhead cost of 2.1% (See Fig. 10).
Further increasing the cost saw the same level of improvements,
despite the daily variations due to the still limited experiment size.
These results prove the effectiveness of Alg. 1 and show that we
can balance performance and cost-efficiency with the proposed
algorithm.

Table 2: Percentage reduction of buffer levels < 50ms

Thresh. # 95-80 90-80 90-60 60-50 60-1 1-1
Improv. (%) 66.14 57.59 55.65 78.87 64.74 62.23

7.2 Large-scale A/B test

Video request completion time. We report A/B test result of
video request completion time over the course of two weeks. Fig. 11
shows the median, 95𝑡ℎ and 99𝑡ℎ percentile request completion
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Figure 11: A/B test results (XLINK vs. SP) on request completion

time.

time (RCT) of video chunks. As discussed earlier in Sec. 3, vanilla-
MP underperformed SP at times. In contrast, XLINK consistently
outperformed SP in both the median and the tail RCT because
it was able to overcome multi-path HoL blocking with the QoE-
driven multi-path scheduling and management. We observed 2.3%
to 8.9%, 9.4% to 34% and, 19% to 50% day-to-day improvements in
the median, 95th, and 99th percentile RCT, respectively 18. The
large improvement at high percentiles was contributed by more
reliability and diversity gain of multi-paths at tail distribution.
QoE metric #1: video rebuffer rate. The reduction (improve-
ment) of client-side video rebuffer rate observed through the course
of one week is shown in Table 3. The video rebuffer rate, which mea-
sures video playback smoothness, is defined as the total amount
of video rebuffer time normalized by the total amount of video
play time. In other word, the video rebuffer rate is calculated as
sum(rebuffer time)/sum(play time). Compared to SP QUIC, XLINK
consistently outperformed SP in video rebuffer rate. The observed
rebuffer rate reduction was significant, which ranged from 23.8%
to 67.6%. Such a result was in accordance with the video request
completion time shown in Fig. 11. The evaluation results showed
that XLINKwas effective in improving the quality of user-perceived
experience in terms of video playback smoothness.

Table 3: Reduction of rebuffer rate (XLINK vs. SP)

Days # 1 2 3 4 5 6 7
Improv. (%) 27.00 48.41 55.16 66.36 67.67 23.81 53.99

QoE metric # 2: first-video-frame latency. We measured the
effect of the first-video-frame acceleration by enabling and disabling
this functionality during the experiment. The improvements of the
first-video-frame latency over SP at different percentiles are plotted
in Fig. 12. Without first-video-frame acceleration, the video latency
became much worse than that of SP where the 99th percentile
latency was even 14% slower. Such degradation was caused by the
excessive delay introduced by the slow path. In contrast, first-video-
frame acceleration avoided this excessive delay, and offered a much
faster video start-up as its performance was lower-bounded by the
fast path. The 99th percentile improvement was more than 32%
than that of SP. Note that the improvement became larger towards
the tail, which was expected because the difference between the
fast and slow paths also became larger at tail.

7.3 Extreme mobility

Next, we investigate how XLINK performed in extreme mobility
scenarios. We collected LTE and onboard Wi-Fi traces in subways

18The only degradation was the median RCT value in day 14, which dropped 0.7%.
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Figure 13: Extreme mobility experiment: request download time

under different extreme mobility traces.

and high-speed rails and conducted trace-driven evaluation with
Mahimahi emulation tools [40]. More details about our trace-driven
evaluation and sample traces are listed in Appx. B. In comparison
to XLINK, we also evaluated SP, vanilla-MP, MPTCP, and QUIC
connection migration (CM).

Fig. 13 shows the video-chunk request completion time with
median and max values, and we make the following observations:
(1) SP without CM performed poorly with any of these traces due to
the lack ofmobility support. (2) CM showed improvement compared
to SP as it could migrate to a new path when the old path was
degraded. However, under extreme mobility, the new path was also
likely to degrade immediately, so migration might not be effective
and even lead to worse results than SP in some cases. Moreover, in
CM, the 𝑐𝑤𝑛𝑑 needed to be reset after migration, which triggered
slow start in congestion control, and it was the client’s responsibility
to probe a path to detect path degradation, which could take several
round-trips. As a result, CMwas not responsive enough when hand-
off frequency became high. (3) MPTCP and vanilla-MP showed
improvement over SP in some cases, but in the meantime, they also
suffered from severe HoL blocking under high-speed link variations
which caused performance degradation in many cases.

In contrast, XLINK consistently outperformed other methods
with much smaller RCT in both median and max values. Because
XLINK not only effectively aggregated wireless bandwidth but also
swiftly adapted its packet distribution across fast varying links
with the real-time QoE feedback control, it overcame fast link vari-
ations and frequent hand-offs, thus offering much better support
in extreme mobility.
7.4 Energy consumption

It is essential to understand the energy consumption, as battery
life affects users’ willingness of using multi-path. We measured the
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Figure 14: Normalized energy per bit and throughput (down-link)

of XLINK installed on different Android models

normalized communication energy per bit vs. throughput of XLINK
installed on three popular 5G-NSA-capable Android smartphone
models and downloaded different sized loads (10MB-50MB).

We built an in-house energy monitoring tool with the open-
source Android APIs [48], which logged the following information
of communicationmodules (Wi-Fi and cellular) from the phone’s OS
kernel: time-stamp, instant current, voltage, WiFi RSSI, and cellular
RSSI. To insulate the communication module energy measurements
from other background noise, we first turned on the "airplane" mode
to kill all background processes while keeping the same screen
brightness. Then we started downloading files with XLINK with
the APP running to record the energy information. The Android
phone in our tests used Snapdragon 765G and Kirin 990 chipsets. As
for 5G new radio (NR) use cases, we want to understand when the
5G throughput could not attain its peak-rate 19 such that multi-path
should be enabled, so we capped each link’s speed to 30Mbps.

The result is shown in Fig. 14 (the top left corner is better). We
note that the use of double links could increase the instantaneous
power, but the energy per bit is not necessarily high because the
energy is equal to power × time, where the communication time
reduces with higher throughput. We make the following observa-
tions:
• In terms of throughput, both Wi-Fi-LTE and Wi-Fi-NR showed
significant improvements over their single-path counterparts.
• In terms of energy per bit, Wi-Fi-LTE and Wi-Fi-NR improved
over LTE and NR, respectively. Wi-Fi was more energy-efficient,
but its throughput was much lower than XLINK, so there is a
trade-off and XLINK is more suitable for applications requiring
high bandwidth and low latency (e.g., video applications).

8 RELATEDWORK

Multi-path extensions over QUIC.QUIC, a user-space transport
over UDP initiated from Google [49], has changed the landscape of
web transport. Since 2016, the IETF QUIC working group has been
working on the various parts of its specifications (e.g., transport,
security, and recovery) [50], and they are going to become RFCs
in 2021 [14]. As QUIC is now in its final stage of standardization,
what to do with multi-path over QUIC has become one of the top
questions discussed in the working group [14, 15, 51]. Even though

19See 5G signal coverage issues [36].
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several proposals introduced multi-path capabilities in QUIC [11,
12, 52, 53], today, they did not address the concerns raised by the
group regarding the deployability and benefits due to the lack of
large-scale experimental study in real-world use cases [14]. We
develop XLINK to answer these questions. Our study demonstrates
the feasibility, deployability, and benefits of multi-path QUIC as an
end-to-end service in commercial large-scale short video services.
Multi-path TCP.MPTCP was standardized in 2013[4], but to date,
it is only available in a few mobile OSs [22]. The reason for the
slowing adoption in the Internet is not only due to the fact that
deploying MPTCP is hard in practice [6], but also the performance
issues caused by problems such as MP-HoL blocking [6, 17] and con-
cerns about the costs when aggregation is enabled [16]. A large body
of work on MPTCP from in-lab controlled experiments revealed
that MPTCP could outperform single-path TCP, but many factors
(e.g., download size, the disparity between two paths) affected the
performance [43, 54]. Indeed, we argue that multi-path features
needed by different applications can vary significantly. Hence, a
user-spaced multi-path approach that collaborates closely with an
application is a pivotal step to move forward. XLINK, tailored for
short videos, demonstrates the power of such an application-driven
approach in multi-path.
Packet scheduling in multi-path. A multi-path packet sched-
uler is the most critical component that impacts any multi-path
transport performance. The default MPTCP implementation selects
the path with the lowest RTT from those with available congestion
windows and uses opportunistic retransmission and penalization
to mitigate the HoL-blocking [6]. Penalization lowers down the
aggregated capacity. Several improvements have been proposed to
address the limitations of penalization [18, 19, 55] based on network
predictions. However, these estimations vary significantly in highly
mobile scenarios and thus are not accurate enough. Both STMS [20]
and DEMS [8] achieve in-order-receive through out-order-sending.
STMS estimates the gap in packet sequence number between the
paths, while DEMS decouples sub-flows by splitting a data chunk
into two sub-flows. Other low latency MPTCP solutions (e.g., [56])
do not apply to video services as they achieve low latency through a
large amount of redundancy. XLINK differs from these approaches.
It is designed with scalability and deployability in mind, leverages
real-time remote QoE-feedback to overcome HoL blockings, and
balances performance and cost. Moreover, XLINK’s scheduler is
video-centric, supporting the expression of video QoE-awareness
with priority-based re-injections at both stream and video-frame
levels.
Cross-layer video improvement.XLINK is also closely related to
cross-layer video QoE enhancement techniques [41, 57–60], such
as DASH [57–59] and RTC [41, 60]. XLINK is inspired by these
past works but differs from them in that instead of the bit-rate
adaptation techniques that are limited to a single path’s capacity,
XLINK applies QoE control to multi-path adaptation, which cost-
efficiently aggregates multiple paths’ bandwidth. We also notice
that bit-rate adaptation can be applied in multi-path. For exam-
ple, MP-DASH [46] introduces MPTCP support for DASH, but as
MPTCP lives in the kernel, a tight integration of DASH and MPTCP
is not easy [47]. Thus MP-DASH uses a coarse-grained decision
logic which decides whether the cellular sub-flow should be acti-
vated or not. Meanwhile, the multi-path scheduler in [61] is also

coarse grained where it simply prioritizes video packets in MPTCP.
In contrast,XLINK’s control is muchmore fine grained in time (hun-
dreds of milliseconds), and we believe the XLINK’s feedback-based
fine-grained adaptation could serve as a powerful, flexible and easy-
to-use framework for future multi-path research.

9 DISCUSSIONS AND LIMITATIONS

Cellular cost: The client’s cellular cost is another important factor
that may affect the adoption of multi-path transport. As XLINK
is integrated as a part of a phone app, we provide two solutions.
(1) The first one is a zero-rating service in our app, for which we
collaborate with mobile carriers so that customers enrolled in a
special data plan can use our app at free charge. (2) The second one
is a switch button in the app so a user can decide to turn on XLINK
when needed.
Congestion control fairness: Our current implementation of
XLINK uses “decoupled” Cubic congestion control, as in other mo-
bile multi-path transport [46, 47]. The reason behind this is that
WiFi and cellular networks are unlikely to share the bottleneck link
that is often the “last mile" for wireless networks; this even holds
for 5G NSA as reported in [36]. However, with the deployment of
5G SA, there is a possibility that the bottleneck moves from the
"last mile" to other parts of the network (e.g., close to CDN servers)
and two paths share the bottleneck. In this case, the coupled variant
is preferred for fairness [62]. While the focus of this paper is not
congestion control, the congestion control fairness of XLINK is
worth further investigation.

10 CONCLUSION

Despite the vast interests from research, large-scale deployments
of multi-path transport have been slow over the past decade in the
public Internet. We believe that the emergence of QUIC as an end-
to-end solution has brought the critical opportunity to change the
landscape. We present XLINK, a QoE-driven multi-path transport
implemented as a lightweight extension over QUIC, and conducted
a large-scale experimental study in our e-commerce short video
services. With XLINK, we proved the feasibility, deployability and
benefits of multi-path QUIC. We believe that the implications of
such a QoE-driven approach extend beyond short videos and pave
the way for exciting new avenues for exploration in multi-path
transport such as long-form VoDs, live-streaming, AR, and VR.
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APPENDIX

Appendices are supporting material that has not been peer re-
viewed.

A CROSS ISP PATH DELAY INCREASE

The table of cross ISP path delay increase to our CDN server is
shown below. A, B and C denotes represent three anonymized ISPs.

Table 4: Relative increase of cross-ISP LTE delay (%)

ISP A B C
A 0 21% 17%
B 42% 0 54%
C 39% 34% 0

B METHODS ON TRACE-DRIVEN

EVALUATION

In addition to tests in real-world deployment, we used the multi-
path extension of Mahimahi,mpshell [63], as our network emulator
to understand the inner dynamics of multi-path transport. Thanks
to its highly accurate network link emulation based on packet
delivery traces collected in realistic networks, wewere able to unveil
the low-level details about why vanilla-MPQUIC failed to timely
adapt to network changes. We could also quickly verify the results
of XLINK’s QoE-driven multi-path scheduling and management

strategies, and compared and contrasted XLINKwith other schemes
in a reproducible way.
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(b) Onboard WiFi trace collected on high speed rail.
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(c) Multi-path traces combined (a) and (b).

Figure 15: Trace examples: (a-b) Single path trace. (c) Multi-path

trace.

Trace collection. We used saturatr [64] to collect network link
traces in various environments. Figure 15a–15b are two examples
of our traces that we collected for our extreme mobility evaluation.
In our multi-path experiment, we always replayed different traces
collected in the same environment on different paths. Figure 15c
shows an example of a pair of multi-path traces.
Experiments with Mahimahi. In order to compare with other
multi-path protocols with Mahimahi, we implemented a simple
“video player” in C, which sequentially requested data chunks from
a web-server and consumed received data at a constant bit-rate,
which was configurable (to emulate playing videos with different
resolutions). The video player ran insidempshell, accessed our web-
server via emulated links. Both the player and the web-server could
be configured to run on top of different transport schemes (e.g.,
XLINK, vanilla-MPQUIC, and MPTCP). With this setup, we were
able to evaluate XLINK and other schemes with consistent metrics.

C ACK_MP FRAME FORMAT

The structure of ACK_MP frame is shown in Fig. 16.
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Figure 16: ACK_MP frame extension
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