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ABSTRACT
We propose and demonstrate accurate 3D real-time indoor
localization via broadband nonlinear backscatter in passive
devices. The proposed method does not need any relative
motion between a reader and a tag or the use of reference
anchor nodes. In the conventional radio frequency identifi-
cation (RFID) system, a passive tag responds to a reader
by switching its antenna “on”and “o↵”. The operation of
such conventional backscatter is essentially “linear”, since
the reader-to-tag (downlink) and tag-to-reader (uplink) sig-
nals overlap on the same carrier frequency. Although lin-
ear backscatter is straightforward, the self-jamming prob-
lem caused by strong leakage signals from the transmit-
ter to the receiver is notorious and poses many constraints
on the received signal quality, operation bandwidth, modu-
lation flexibility and system complexity. To enable high-
accuracy real-time 3D indoor localization for passive de-
vices, we show that nonlinear backscatter is more e↵ec-
tive than linear backscatter. Nonlinear backscatter exploits
nonlinear elements in passive devices to generate second or
higher-order harmonics as the uplink response. Separation
of downlink and uplink on di↵erent carriers allows immedi-
ate self-jamming cancellation and direct un-modulated car-
rier phase decoding, hence resulting in better received signal
quality and broad bandwidth of operation, both of which
are critical for the localization system. The broad band-
width allows the design of an e�cient phase-based rang-
ing algorithm - heuristic multi-frequency continuous wave
(HMFCW) ranging which resolves ambiguous phase cycles
with heuristically optimized sparse carrier frequencies. HM-
FCW ranging can correctly pin down the phase cycle integer
with 100% reliability as long as the phase error falls within
±90�⇥BW% (percentage bandwidth). In our present imple-
mentation, we achieved a median ranging error below 1 cm

under phase error bounds of ±50�. We realized real-time
3D localization from di↵erential ranging by nonlinear con-
jugate gradient (CG) search for hyperboloids intersection in
a multi-static transceiving system with 1 Tx antenna and
4 Rx antennas. The measured 3D localization median er-
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ror was 3.5 cm in the indoor environment. Presently, the
measurement latency was less than 0.155 seconds. We will
present system design, algorithms and a prototype with ex-
perimental evaluation.

Categories and Subject Descriptors
C.2 [Computer Systems Organization]: Computer Com-
munications Networks

Keywords
3D localization; RFID; real-time; nonlinear backscatter; hu-
man machine interface

1. INTRODUCTION
The Internet of Things (IoT) requires proximity intelli-

gence for many of its applications, especially for identifica-
tion and localization [1, 3, 8, 9, 10]. A passive tag that can
operate without a battery is free of maintenance and ideal
to be attached to any articles as the last layer in IoT [2].
High-accuracy localization and tracking around centimeter
accuracy level is highly desirable for these passive devices
in order to enable new motion tracking systems [6, 7], ac-
curate robotic feedback [10] for object fetching and deliv-
ery, and gesture acquisition without the need for ambient
light and multiple cameras [11]. A unique benefit of RFID-
based tracking is that it can allow simultaneous localization
of large number of targets when combining digital IDs and
locations together.

1.1 Prior arts and related works
Although passive tags can provide a distinguishable sig-

nal from ambient radio frequency (RF) reflections, accurate
localization is still a very challenging task due to the rich
scattering indoor environment. Among RFID localization
methods, received signal strength (RSS) [1, 4, 31, 30] su↵ers
from poor accuracy and reliability due to multi-path inter-
ference since RSS is not a sensitive function of distance.
Time of flight (TOF) is not suitable for short range due to
the synchronization di�culty, signal sampling complexity in
capturing an ultra-wideband (UWB) wave packet in passive
devices [5], and measurement of nano-second round-trip de-
lay [13]. Carrier phase-based methods are preferred for their
ultra-high sensitivity as a function of distance [3, 8].

In recent years, several phase-based systems had been pro-
posed, such as holographic tag localization [14], Tagoram [6],
RF-compass [10], PinIt [15], Backpos [12] and RF-IDraw [7].
However, these systems came with a variety of constraints



in order to be extended to a ubiquitous real-time 3D passive
device localization system. These constraints include but
are not limited to:
(1) Requirement of relative motion: Several systems
have shown deca-centimeter to centimeter level accuracy but
rely on relative reader and tag motion. Holographic RFID
localization [14] and later Tagoram [6] utilized inverse syn-
thetic aperture radar (ISAR) techniques [16] to form a large
virtue antenna array in order to pin down the initial position
of an RFID tag with a known trajectory. While PinIt [15]
adopted an synthetic aperture radar (SAR) approach which
required reader antenna motion in order to collect multi-
path profiles of a target tag which was later compared to
anchor tags. RF-compass [10] utilized a robot which carried
several reference tags to rotate around a target tag to find its
position. However, in many scenarios, the relative motion
between tags and reader antennas cannot be satisfied. In
some cases, the reader antennas position has to be fixed for
indoor applications. Furthermore, when motion is required
before localization, the system latency is usually high, mak-
ing real-time applications more di�cult.
(2) Availability of reference tags or anchor nodes:
The localization accuracy can be greatly improved if we have
the luxury of reference tags or anchor nodes with known ac-
curate position. Both PinIt [15] and RF-compass [10] uti-
lized reference tags. PinIt compared the multi-path profiles
and found the nearest reference tag to the target tag. RF-
compass relied on the distance comparison of the target tag
to multiple reference tags to achieve a 2D-plane partitioning
with the help of a moving robot. Reliance on reference or
anchor tags brings forth the heavy dependence on the gran-
ularity of the reference tags. In order to achieve high ac-
curacy, the number of required reference tags may be large.
Reference tags also need initial deployment with accurate
positions, which puts additional hurdles to many applica-
tions.
(3) Knowledge of moving trajectory: In order to mit-
igate multi-path e↵ects, ISAR-based systems such as holo-
graphic RFID localization [14] and Tagoram [6] would need
prior knowledge of the tag moving trajectory. Tagoram re-
laxed this constraint by fitting moving trajectory from tag
moving speed estimation. However, not only the accuracy is
compromised, but the latency is also long. The moving tag
may need to finish the 10 laps of a fixed trajectory which
took 5 minutes before localization can be achieved.
(4) Rigid configuration of reading antenna: Phase-
based methods can be vulnerable to ambiguous phase cy-
cles. Instead of directly determining the ambiguous cycle
integer, systems like BackPos [12] constrained the tag mo-
tion within a region of “interrogation zone”, where the dif-
ferential distance from two reader antennas to the target tag
falled within half wavelength. When the target tag was out
of the interrogation zone, such system became unreliable.
RF-IDraw [7] took advantage of antenna arrays with dif-
ferent resolutions and ambiguities in a 2D-plane. To resolve
ambiguity, RF-IDraw required closely-spaced, low-resolution
antenna arrays to remove the grating lobes. Furthermore,
the rigid antenna configuration can be problematic to inte-
grate with other system components.
(5) Limitation to 2D: Holographic RFID localization [14],
RF-compass [10], Tagoram [6], BackPos [12] and RF-IDraw
[7] were essentially 2D localization systems, and were di�-
cult to extend to the 3D space. For example, RF-compass

required a moving robot around the target tag which was dif-
ficult in 3D. BackPos and RF-IDraw utilized linear antenna
arrays and hence di�cult to resolve 3D positions. Holo-
graphic RFID localization and Tagoram needed to compute
the image of“Hologram”, which had high computational cost
in the 3D space.

1.2 The indoor RF localization challenges
Can we build a real-time 3D indoor localization system for

passive devices without the above constraints? First of all,
we must understand the di�culties for the phase-based lo-
calization in the current RFID system. The main challenges
include:
(1) The ambiguous phase cycles: Since the measured
phase is always within [0, 2⇡), cycle ambiguity exists when
the distance is longer than one wavelength. When the mea-
sured phase is ✓, the actual phase can be ✓+2n⇡ where n is
the cycle integer as depicted in Fig. 1(a). The cycle integer
must be solved correctly in order to reduce ambiguity in the
3D location.
(2) Self-jamming and bandwidth limitation: For pas-
sive backscatter communication, the downlink and uplink
are extremely asymmetric due to the need to reduce tag
cost and complexity. Such an asymmetry brings the notori-
ous jamming problem in RFID readers as shown in Fig. 1(b).
It is not uncommon that the leakage from the reader trans-
mitting signal to receiver is 80dB higher than the received
tag response. Phase noise skirts of the strong transmitting
signal at e↵ective isotropic radiated power (EIRP) above 4
Watts can drastically raise the receiver noise floor [17, 18].
The input leakage signal needs proper isolation to be less
than the 1-dB suppression point of the receiver to avoid
saturation and nonlinear e↵ects. The demanding high iso-
lation from transmitter (Tx) to receiver (Rx) puts stringent
requirements on frontend RF circulator and antenna reflec-
tion loss S11, which leads to limited operation bandwidth
due to the Bode-Fano criteria [19].
(3) Large phase error induced by multi-paths: A
dense multi-path environment in Fig. 1(c) may cause mea-
sured phase error up to several tens of degrees. For example,
if a multi-path component is only 3dB below the line of sight
(LOS), the largest induced phase error is ±45�. We need
to deal with low signal-to-interference ratio (SIR) even the
LOS path appears to be clear. With moving scatterers such
as human body, the phase detection can be easily smeared.
The problem is even more complicated when the ambiguous
cycle comes into play. Few works considered the theoretical
phase error bound for correct phase cycle estimation.

1.3 Proposed approach
Notice that most of the previous attempts tackled the

problem with commercial o↵-the-shelf (COTS) equipment
and improved algorithms. In fact, the constrains come from
not only the algorithm but also the hardware implementa-
tion. Hardware and software co-design approach may of-
fer a better solution. In this paper, we propose a system
to directly solve the above issues with high flexibility and
least constraints. We o↵er an indoor real-time 3D local-
ization approach for passive devices with centimeter level
accuracy, small latency (0.155 seconds) and convenient cal-
ibration. The basic idea is to exploit nonlinear e↵ects in
passive devices instead of the conventional linear approach
as shown in Fig. 2. When a passive tag receives a reader



Figure 1: Challenges in phase-based localization: (a)Received phase of the backscatter signal is not a pure
monotonic function of distance. Instead the phase has many ambiguous cycles.(b)Self-jamming problems in
the conventional RFID system. Leakage signals and direct reflection from Tx to Rx can be over 80dB larger
than the desired tag signal.(c)The dense indoor multi-path induces large phase error in the measurements.

Figure 2: In the proposed nonlinear backscatter ap-
proach, a tag communicates to the reader at higher-
order harmonics.

inquiry signal in the conventional backscatter, it responds
to the reader by switching its antenna “on”and “o↵”. The
antenna switching e↵ectively changes the reflected RF sig-
nal energy. Since the downlink and uplink are on the same
carrier, the conventional backscatter is essentially linear. In
our nonlinear backscatter approach, nonlinear circuit ele-
ments such as varactors and diodes are used to passively
generate second or higher-order harmonics. The uplink in-
formation is then encoded on these harmonics instead of
the fundamental carrier. The separation of downlink and
uplink signals in nonlinear backscatter can fundamentally
eliminate the self-jamming problem in conventional RFID,
enabling broadband operation. The harmonic signal can be
detected even if it is unmodulated. With the broadband
operation, we then resolve ambiguous cycle integers with
a sparse multi-frequency sequence which is selected by a
heuristic optimization to o↵er the best phase error tolerance
with small number of hopping frequencies. We compute 3D
position e�ciently by solving hyperboloid intersection using
a fast nonlinear conjugate gradient (CG) search in a system
setup with 4 Rx antennas and 1 Tx antenna.

1.4 Main contributions:
(1) To the best of our knowledge, we demonstrate the first
3D passive device localization system based on broadband
nonlinear backscatter. Our proposed approach eliminates
requirements on relative motions, deployment of anchor nodes
and rigid antenna configuration, and is truly real-time.
(2) We show that extremely broadband backscatter opera-
tion in passive devices is feasible with nonlinear backscatter
techniques. Broadband property is fundamentally impor-
tant for ranging and localization applications. In conven-
tional RFID system, operation bandwidth is limited by the
self-jamming nature of linear backscatter communication.
Previous works rarely attempted pursuing a broadband pas-
sive RFID operation.

(3) Our system is highly robust against multi-paths. With
the help of broadband coherent carrier phase detection en-
abled by the nonlinear approach, we directly determine the
phase cycle integer based on a heuristic multi-frequency con-
tinuous wave (HMFCW) ranging method [20]. We further
generalize two basic theorems for HMFCW ranging regard-
ing the phase error tolerance. Given the lowest frequency
fmin and the highest frequency fmax in a continuous band
that is available to use, the percentage bandwidth is defined
as BW% = 2(fmax � fmin)/(fmax + fmin). HMFCW ranging
is able to compute correct cycle integer with 100% accuracy
when multi-path induced phase error is within ±90�⇥BW%.
In our experiment, we show ranging error less than 1 cm with
multi-path phase error that can go up to more than ±60�.
(4) The antenna configuration is flexible and only requires
4 Rx antennas to give a unique location in 3D space. The
3D location is directly computed from accurate ranging re-
sults with an e�cient nonlinear CG algorithm to resolve the
hyperboloid intersection problem.
(5) Our system requires minimal calibration e↵orts for the
environment. The only calibration is to compute the cable
delay between the receiving antennas and the reader.
(6) Our present system is real-time. The latency of our sys-
tem to compute one 3D position presently is 0.155 seconds.

1.5 Paper organization
We will discuss the system overview in Sec. 2. The design

on passive backscatter devices and the coherent receiver will
be discussed in Sec. 3. We investigate the optimal selection
of multi-frequency sequence to resolve phase cycle integer
in Sec. 4. In Sec. 5, we present the 3D localization algo-
rithm. In Sec. 6, we present experimental evaluation with
our prototype system.

2. SYSTEM OVERVIEW
The proposed nonlinear backscatter localization system is

shown in Fig. 3. The system consists of four main com-
ponents: (1) Phase information acquisition; (2) Coherent
phase detection; (3) Heuristic multi-frequency continuous-
wave (HMFCW) ranging; (4) 3D position calculation.

The phase information acquisition component consists of 1
broadband Tx antenna at the fundamental frequency and 4
Rx antennas at the corresponding second harmonics. When
the nonlinear tag has received the inquiry signal from the Tx
antenna, it responds to the 4 Rx antennas by re-radiating the
second harmonic signals. We later compute the di↵erential
distance from the tag to di↵erent Rx antennas in order to
pin down its accurate position.



Figure 3: Illustration of the nonlinear backscatter 3D localization system.

The phase detection component utilizes a homodyne re-
ceiver to directly covert the backscatter harmonic signal to
baseband and compute the the carrier phase. One unique
advantage of RFID localization is coherent detection with-
out carrier o↵set between the Tx and Rx signals. This re-
mains true when we use nonlinear backscatter for the round
trip. Because the uplink harmonic signal is passively gen-
erated on tags, we are able to coherently detect the carrier
phase by utilizing harmonics generated in the Tx chain.

The HMFCW ranging component has two functions. It
first decides what frequencies are transmitted based on the
available bandwidth. The transmitting frequency sequence
is very important to resolve the ambiguous phase cycle in-
tegers reliably in HMFCW ranging. After receiving the de-
coded harmonic carrier phase, the cycle integer for each fre-
quency is calculated. The final output is the di↵erential
distance from the tag to the pair of Rx receiving antennas.

The last component is the 3D position computation. Each
di↵erential distance dij determines a hyperboloid in the 3D
space. In order to uniquely determine the 3D position, we
need to compute the intersection point of at least 3 hyper-
boloids. We convert such a task into an optimization prob-
lem and utilize the e�cient nonlinear CG search.

3. SELF-JAMMING ELIMINATION
3.1 Understanding present limitations

In order to achieve accurate ranging, broad bandwidth
can help tolerate multi-path phase errors. Such trade-o↵
has been exploited in frequency modulated continuous-wave
(FMCW) radar and UWB systems [21], which is however
very challenging in conventional backscatter communication.
The major problem is that passive tags are battery-less and
hence they cannot a↵ord an RF frontend to generate or am-
plify an RF signal in the range of GHz. Today, the RFID tag
operating power is typically in the vicinity of 10 µW . Since
a tag passively reflects the reader inquiry signal, the power
of the received tag response Pr at the reader experiences
twice free-space propagation losses, one from the downlink

and the other from the uplink:

Pr = GPt
�
4

(4⇡)4|rtag � rreader|4
(1)

whereG includes reader Tx/Rx antenna gains and tag Tx/Rx
antennas gains, rtag and rreader are position vectors of the
phase center of tag and reader antennas, Pt is the reader
transmitting power and � is the wavelength. Notice that Pr

is inversely proportional to the distance to the 4th power.
Backscatter communication also requires a very strong

reader inquiry signal to power up the passive tag. So, today,
an RFID reader usually operates with > 1 W transmitting
power while Pr can be less than 100 dB of the Tx power.

This brings forth the problem of self-jamming. The RF
signal flow of a conventional RFID reader is shown in Fig. 4.
In addition to Pr, there are two main leakage signals. One
leakage path is from the circulator [19] (denoted as path 1 in
Fig. 4). A circulator is an isolation device that is commonly
used to separate the Tx/Rx channels. A good RF circulator
can usually provide 25 to 30dB isolation. The other leakage
path is from the front end antenna reflection and is heavily
dependent on antenna reflection loss (S11) (denoted as path
2 in Fig. 4). Let St denote the transmitted signal, then the
total leakage signal Sleak can be written as

Sleak = S
ant
11 St + ⇢St (2)

where the antenna reflection is represented by S
ant
11 and the

isolation of circulator is denoted as ⇢. The received signal is
the sum of the leakage signals and the tag response, which is
fed into the input of the receiving block. If the leakage sig-
nal is not well suppressed, it may cause receiving saturation
which leads to failure of operation. Another issue with un-
suppressed leakage is the raised noise floor. Di↵erent from
other communication systems, passive backscatter is usually
full duplex in the way that the Tx and Rx are active simul-
taneously. The noise floor is set by the phase noise of the
leakage signal rather than the thermal noise floor. The phase
noise [22] is a low-frequency noise located around the carrier



and is very di�cult to filter out. Phase noise filtering would
require ultra high Q components that are not commonly
available in RF frequency. Fig. 5 shows the Leeson’s model
[22] of phase noise. When the o↵set frequency approaches
zero, the noise power spectrum will increase according to
1/�f

2. The noise slope may be even 1/�f
3 when the o↵set

frequency further decreases. For passive devices, because
the operating power is very low, hence the data modulation
is at the range of kHz to hundreds of kHz. The modu-
lated backscatter signal will overlap with the phase noise of
the leakage signal. For a common RF frequency source, the
phase noise at 10 kHz is about �80 dBc/Hz. If a leakage
signal is of 0 dBm, this �80 dBm/Hz phase noise floor is
much higher than the �174 dBm/Hz thermal noise floor.
For an even larger leakage, the desired backscatter may be
totally buried in the phase noise skirt as depicted in Fig. 5.

Due to the above reasons, the leakage signal must be han-
dled properly which will in turn severely limits the ability
of a broadband operation. As shown in Fig. 6, the front-
end antenna reflection loss S11 must be minimized for all
operating frequencies. However, there is a trade-o↵ between
the reflection loss and bandwidth for RF antennas, which
is called the Bode-Fano criteria [19, 22]. If we want broad
bandwidth, we have to sacrifice the lowest S11, which is in-
tolerable in today’s RFID receiver. For an RC load, the
Bode-Fano criteria can written as:

Z 1

0

ln
1

|S11(!)|
d!  ⇡

RC
(3)

Please note that the problem in reality is much more com-
plicated than shown in Eq. (3). Practical antennas also con-
tain inductive elements and the input impedance can vary
dramatically as frequency changes. Therefore, a present
RFID reader can only have receiving sensitivity of around
�70 dBm [23] with very limited bandwidth of operation.

Figure 4: Leakage signals and received backscatter
signal in a conventional RFID reader.

3.2 Nonlinear backscatter techniques to enable
broadband harmonic backscatter opera-
tion

The self-jamming problem can be fundamentally elimi-
nated via nonlinear backscatter, enabling broadband oper-
ation, as shown in Fig. 7. When we modulate the uplink

Figure 5: Leeson’s phase noise model and the noise
floor raised up in a conventional RFID reader.

Figure 6: Large leakage signals caused by large an-
tenna reflection S11 and hence bandwidth limited in
a conventional RFID reader.

on second harmonic which is passively generated by non-
linear devices, we can use broadband low-pass filters (LPF)
and high-pass filters (HPF) to easily separate the Tx and Rx
signals. Due to the large frequency separation, it is not di�-
cult to filter out the Tx signal at the fundamental frequency
by 90 dB. The nonlinear backscatter approach is very flexi-
ble in construction and deployment. An RF diplexer can be
inserted between the antenna and the filter banks. In com-
parison with the conventional RFID reader, where mono-
static antenna with a circulator is more stable, our nonlinear
backscatter method can readily implement the multi-static
tranceiver approach as shown in Fig. 7, because antenna
isolation by filters in close space can now be guaranteed.

In nonlinear backscatter, the antenna reflection loss S11 is
not a bottleneck any more, so broadband tranceiver design
is much easier. Since all the harmonics from power am-
plifier (PA) is immediately stopped by the LPF filter, only
the fundamental frequency is at the Tx antenna. There-
fore, no matter how much power at the fundamental fre-
quency is reflected from the antenna to the receiving input,
it can be immediately stopped by the HPF. The noise floor
for the receiver is determined by the thermal noise floor at
�174 dBm/Hz and now we can even retrieve the phase of
un-modulated carriers.

3.2.1 Broadband nonlinear tag design

Previous research on distributed microwave structures had
shown that higher-order harmonics can be e�ciently gener-
ated with periodically loaded varactors and inductors [24,
25, 41]. Such microwave structures are called nonlinear
transmission lines (NLTLs) [26], which allow ready broad-
band matching to the antenna. As shown in Fig. 8(a) for
a typical section of NLTL, when the fundamental frequency
propagates along NLTL, due to the nonlinearity of varac-
tors, second and higher-order harmonics are generated in
each section. When the propagation speed of harmonics is
equal to that of the fundamental frequency, they will add
up constructively with the harmonics generated in later sec-



Figure 7: Nonlinear backscatter based on passive
second harmonic generation with mono-static and
multi-static tranceivers.

Figure 8: (a) Harmonic generation in NLTL due
to the nonlinearity of varactors.(b) Reflective NLTL
with the open end for single-antenna configuration.

tions. Hence, the power in the fundamental frequency will
be gradually converted to harmonics. Because the tag re-
ceived signal is usually below 0 dBm, it can be treated as
a small signal. The varactor can then be treated as a vari-
able capacitor whose capacitance is a function of the voltage
using Taylor expansion to the first order [25]:

C(V ) = C0(1 + bV ) (4)

where C0 is the capacitance corresponding to zero voltage
and the slope b reflects the nonlinearity which is process
dependent. For a common RF CMOS process, b is about
0.5/V. The second harmonic at di↵erent stages can be writ-
ten as [24, 25]:

|V2nd(x)| =

�����
bV

2
0

2
�
2
2

�2 + 2�1

sinh( �2�2�1
2 x)

�2 � 2�1
e
� �2+2�1

2 x

����� (5)

In Eq. (5), x is the stage number and �1,2 are propaga-
tion constants for fundamental and second harmonic signals
including the dispersion and loss e↵ects. An e�cient de-
sign would require careful trade-o↵s between the number of
stages, dispersion and loss e↵ects [24].

3.2.2 Reflective NLTL with a single antenna

In order to use a single-antenna configuration, we adopt
a reflective structure as depicted in Fig. 8(b). We termi-
nate one terminal of NLTL with an open end [41] and the
other terminal with a broadband antenna that covers both
fundamental and second harmonic bands. The signal propa-
gates to the end of NLTL and is reflected by the open circuit
with a reflection coe�cient � = 1. The reflected signal then
propagates back towards the tag antenna for backscatter.

3.2.3 Integration NLTL with an RFID circuitry

We can integrate the NLTL with a normal RFID circuitry.
An RFID system consists of a power harvesting unit, a digi-
tal control unit and memory logic. When the uplink is mod-
ulated on the second harmonic, we need a switch to control
the signal flow in NLTL. At the same time, to allow e�cient
power harvesting to wake up the tag, no power should be
spent on harmonic generation during the start-up state. We
can achieve the above purposes by adopting a power routing
strategy.

We show a design example with the assistance of open-
platform WISP [27] for the tag logic circuits. The photo
is shown in Fig. 9(a) with the block diagram in Fig. 9(b).
We integrate the WISP tag with NLTL by adding the power
routing unit in the frontend. The power routing unit, which
is used to connect to an antenna to receive signals from the
reader, consists of a quarter-wavelength (�/4) 50 ⌦ mean-
dering micro-strip line, and two RF switches. In the start-
up/energy-harvesting mode, both Switch A and Switch B
are set to “o↵” without the generated power supply, thus
blocking power into NLTL. The energy-harvesting module
is matched to 50 ⌦ and the antenna matching remains af-
ter the �/4 microstrip line so all power is directed to en-
ergy harvesting. In the harmonic generation mode, both
Switches A and B are pulled to the “on” state. The drain
node on Switch A is grounded, and the �/4 line acts as an
impedance transformer so that a large impedance appears
at the input end. Meanwhile, Switch B is also “on” and the
characteristic impedance looking into NLTL is matched at
50 ⌦, so all of the received power is routed to generate sec-
ond harmonics e�ciently. Fig. 9(c) shows the measured tag
sensitivity. The reflective output second harmonic power at
0 dBm input is shown in Fig. 9(d).

3.2.4 The harmonic reader implementation for broad-

band operation

With nonlinear backscatter, we can build a reader with
broad operation bandwidth. Fig. 9(e)(f) show the homo-
dyne reader photo and block diagram. Besides the Tx/Rx
signal separation block which is illustrated in Fig. 7, the
reader supports 1 Tx antenna and 4 Rx antennas for 3D
localization as shown in Fig. 3. The received harmonic sig-
nal is directly converted to the baseband and sampled by
the analog-to-digital converter (ADC) on the Cortex M4
STM 32-bit micro-controller. To allow coherent phase detec-
tion, the local oscillator (LO) signal to the mixer is coupled
from harmonics of the power amplifier in Tx. The reader
employs variable gain amplification in both Tx and Rx to
enhance the dynamic range. Our reader communicates to
a host computer by Bluetooth. Fig. 9(g) shows the mea-
sured maximum Rx gain of our reader, which achieves 60 dB

gain from 1400 MHz to 2400 MHz for received harmonic
signals. The measured Tx output power is 29 dBm from



Figure 9: (a) Photo of a passive nonlinear tag integrated with WISP logic. (b) Block diagram of the proposed
passive nonlinear tag. (c) Measured tag sensitivity. (d) Measured output second harmonic from reflective
NLTL with 0dBm fundamental input power. (e) Photo of the proposed homedyne nonlinear backscatter
reader. (f) Block diagram of the reader. (g) Measured reader RX receiving gain in broadband. (h) Measured
maximum reader TX power and corresponding input referred interference in broadband.

700 MHz to 1100 MHz as shown in Fig. 9(h). When Tx is
at maximum power, the measured interference signal to the
receiving chain is also plotted in Fig. 9(h), which is below
�90 dBm. The interference can be further suppressed with
software cancellation [45]. With the implemented reader, we
can pursue a broadband operation over 45% bandwidth.

4. HMFCW RANGING ALGORITHM
A phase-based ranging algorithm needs to accurately re-

solve ambiguous phase cycle integers with maximum toler-
ance of phase errors. Traditional multi-frequency ranging
based on the Chinese Remainder Theorem (CRT) showed
that frequency redundancy can help removing ambiguity
[28]. However, CRT-based methods are vulnerable under
multi-path phase errors and cannot provide a theoretical
phase error bound for correct phase cycle integer estimation.
In this work, we adopt heuristic optimized continuous-wave
(HMFCW) ranging which was proposed in [20]. We further
generalize two theorems for HMFCW ranging. The two the-
orems show that in order to tolerate large phase error while
solving phase cycle integers correctly, we can rely on opti-
mal utilization of the broad bandwidth which is enabled by
our nonlinear backscatter tag and reader design discussed in
Sec. 3.

Assume Tx is at the fundamental frequency fk, the corre-
spondingly measured phase of second harmonic backscatter
signal is ✓k 2 [0, 2⇡). The distance from tag to i-th antenna
is di and the di↵erential distance dij is

dij = di � dj (6)

Then there is an ambiguous cycle integer nk for measure-
ments on the k-th frequency which gives

d
(k)
ij =

✓k

2⇡
�k

2
+ nk

�k

2
(7)

where �k = c/fk is the wavelength with c equal to the speed
of light. Our goal is to correctly computes nk within a read-
ing range R, where

�R/2 < dij  R/2 (8)

Typical R for indoor localization is in the range of several
meters.

4.1 Error tolerance function
The di�cult problem is the large phase error in indoor

environment. HMFCW ranging is much more robust than
those based on CRT. In HMFCW ranging, a reader trans-
mits a sequence of K frequencies f = (f1, f2, · · · , fK) and
HMFCW ranging first defines the error tolerance as a
function of f and the reading range R.

Definition 1. Let �k = c/fk, the error tolerance function
is defined as

T (f, R) = min
b=(b1,··· ,bK)

max
1k,lK

⇡
|�kbk � �lbl|

�k + �l

s.t.

⇢
bk 2 Z, 1  k  K

P
k b

2
k > 0

1
2 |�kbk| < R+ 1

2�k

(9)

Theorem 1. Let �✓k denote the measured phase er-
ror for the k-th second harmonic frequency and ��✓max 
�✓k  �✓max. The measured phase ✓k = ✓

ideal
k +�✓k, where

✓
ideal
k is the ”ideal” phase when there is no multi-path error.
If

�✓max < T (f, R) (10)

then we can resolve cycle integers n = (n1, n2, · · · , nK) cor-
rectly by finding the integer vector n that satisfies

�R� �k < nk�k  R 8k (11)

and

2⇡|nk�k + ✓k
2⇡�k � nl�l � ✓l

2⇡�l|
�k + �l

< T (f, R) 8k, l (12)

Proof. Assume the actual distance is d which is also the
distance for ✓idealk . At the k-th frequency, we have phase er-
ror�✓k, so the measured distance d(k) for the k-th frequency
is

d
(k) = d+

�✓k

2⇡
�k

2
=

nk�k

2
+

✓k

2⇡
�k

2
(13)



where n = (n1, · · · , nk, · · · , nK), k 2 {1, · · · ,K} are the
true integers that we want to know. Because of Eq. (8), we
have

�R

2
<

nk�k

2
+

✓k

2⇡
�k

2
 R

2
(14)

and 0  ✓k < 2⇡. Hence nk satisfies Eq. (11). Also because
of Eq. (13), we have

|d(k) � d
(l)| = |�✓k

2⇡
�k

2
� �✓l

2⇡
�l

2
| < �✓max

2⇡
�k + �l

2
(15)

By using Eqs. (10) and (13), we know nk and nl where
k, l 2 {1, · · · ,K} satisfy Eq. (12) and hence the true n is a
solution that satisfies the condition in Eqs. (11) and (12).

Next, we will prove that n is the unique solution by con-
tradiction. Suppose there is another solution ñ = n + b.
Since both n and ñ satisfy Eq. (11), integer bk must satisfy
1
2 |�kbk| < R + 1

2�k and because ñ 6= n,
P

b
2
k > 0. Since

both n and ñ satisfies Eq. (12), this leads to:

⇡|bk�k � bl�l|
�k + �l

< T (f, R) for 8 1  k, l  K (16)

Eq. (16) contradicts with the definition of T (f, R) in Eq.
(9). Therefore, the desired integer n is the unique solution
that satisfies condition in Eqs. (11) and (12).

Figure 10: Selecting optimal frequency combination
via a genetic algorithm.

4.2 Selecting optimal frequency combination
As long as the measured phase error is smaller than T (f, R)

in Eq. (10), we can always resolve cycle integers correctly.
We now need to select a frequency combination that can
maximize the error tolerance function T (f, R). The maxi-
mum value of T (f, R) is defined as the phase error thresh-
old �:

Definition 2. The phase error threshold:

�(F,K,R) = max
f=(f1,··· ,fK)

T (f, R) (17)

where F represents the bandwidth of operation and K is
the number of frequencies used for ranging. Assume fmax =
max{f, f 2 F} and fmin = min{f, f 2 F} are the maximum
and minimum frequencies in F, We define the percentage
bandwidth as BW% = 2(fmax � fmin)/(fmax + fmin).

Theorem 2. An integer K(F, R) exists for a continuous
frequency band F with BW% < 100% and a reading range R

so that for K > K(F, R), an optimal frequency combination
fopt = (fopt

1 , f
opt
2 , · · · , fopt

K ) can be found for which

�(F,K,Rmax) = T (fopt, R) = 90� ⇥ BW% (18)

Figure 11: Ranging error from Monte Carlo simula-
tion using frequencies shown in Table.1.

Proof. First note that

T (f, R)  min
b=(1,··· ,1)

max
1k,lK

⇡
|�kbk � �lbl|

�k + �l

 ⇡
�max � �min

�max + �min
= 90� ⇥ BW%

(19)

so we only need to prove that the upper bound is attainable.
Consider a special frequency combination

fk = fmax

✓
fmin

fmax

◆ k�1
K�1

1  k  K (20)

Let M = d 2R
�min

e+ 1, as long as

K >

⇠
logM+1�0.5BW%

M+0.5BW%

✓
1 + 0.5BW%
1� 0.5BW%

◆⇡
+ 1 (21)

It can be shown that with BW% < 100%, T (f,R) = 90� ⇥
BW%.

Theorem 2 dictates that we can always find an optimal
frequency combination in a continuous frequency band so
that our error tolerance is maximized. The maximum error
toleration is equal to BW% ⇥ 90�. The larger the band-
width we have, the more robust we are to the multi-path
induced phase error. For example, if we have a system with
BW% = 50%, we can tolerance phase error from �45� to
45� with 100% reliable cycle integer calculation. Although
Eq. (20) gives an optimal solution, however, it is pessimistic
when considering the number of frequency required to meet
the upper bound. Usually, the upper bound can be achieved
with less than 6 frequencies for R = 4m and BW% = 30%.

A heuristic optimization program can be employed to find
the optimal frequency combination with small number of fre-
quencies. In our case, we choose the genetic algorithm (GA)
which utilizes three mechanisms: crossover, mutation and
tournament. At the start, we randomly select a poll of fre-
quency combinations. Then these frequency vectors mate
with each other to produce o↵spring with a mutation prob-
ability. The next generation is then generated by selecting
healthy o↵springs by comparing the cost function T (f, R)
through a tournament. This process is briefly illustrated in
Fig. 10. After pinning down the optimal frequency combi-
nation, ranging can be performed using Algorithm 1.

In this work, we pick optimal frequency combinations shown
in Table. 1. Frequency combination #1 achieves phase error
threshold of 34� and Fig. 11 shows the simulated ranging re-
sults for median, mean and max errors for a reading ranging



of 4 meters. The phase error for each frequency is uniformly
distributed within [��✓max,�✓max]. We can achieve me-
dian ranging error below 1 cm even under �✓max = 50�.

Algorithm 1 HMFCW ranging with optimal frequency
combination
Inputs: wavelength for optimal frequency combination �1 >
�2 > · · · > �K , measured phase (✓1, ✓2, · · · , ✓K), reading range

R
Outputs: distance d

1: � = 2
�1 � �K

�1 + �k

⇡

2
. compute phase error threshold

2: Nmax =
R

�K
+ 1 . compute the range of cycle integer for �K

3: while Iter  MaxIter do
4: for nK = �Nmax ! Nmax do

5: dtemp = nK
�K

2
+

✓K
2⇡

�K

2
6: for i = 1 ! K � 1 do

7: ni = round

 
dtemp � ✓i

2⇡
�i
2

�i
2

!

8: end for
9: end for

10: if
⇡|ni�i +

✓i
2⇡�i � nj�j � ✓j

2⇡�j |
�i + �j

<
�

2
for 8i, j then

11: Break . solution found

12: end if
13: � = ⌧� . if no solution found, relax phase error

threshold

14: end while

15: d =
1

K

KX

i=1

✓
�i

2
ni +

✓i
2⇡

�i

2

◆
. compute average

5. 3D LOCALIZATION ALGORITHM
In the previous sections, we have discussed the robust and

accurate 1D ranging. Since each ranging result is a di↵eren-
tial distance from a tag to two antennas at di↵erent position,
in 3D space, one di↵erential distance measurement gives a
hyperboloid as shown in Fig. 12(a). To uniquely pin down
a 3D tag position, at least three hyperboloids are required
to compute the intersection point as depicted in Fig. 12(b).
We achieve such task by solving the following optimization
problem:

Figure 12: 3D localization by hyperboloid intersec-
tion.

min
p

4X

i=2

�
|p� pant

1 |� |p� pant
i |� d1i

�2
(22)

where the target tag position is denoted as p = (x, y, z) and
the i-th antenna position is panti . The problem is essentially
a nonlinear optimization problem. We solve it e�ciently
with the Fletcher-Reeves nonlinear conjugate gradient (CG)
method [44]. Fletcher-Reeves nonlinear CG can be trapped

Figure 13: Experimental setup in indoor environ-
ments: (a) An open Lab; (b) A narrow lounge; (c)
A classroom.

with local minima. To avoid such a problem, we select the
initial point p0 from a poll of 300 randomly generated initial
points for a comprehensive search.

For 3D localization, there are two main error sources. The
first error source comes from the ranging measurement er-
ror while the second error is from the uncertainty in the
phase center position of the 4 Rx antennas [32]. In this
work, since we can directly resolve the ambiguous phase cy-
cle integer even under large phase error, the ranging error
is typically in the range of millimeter level. The major lo-
calization error is contributed from the antenna phase cen-
ter uncertainties under broadband which is typically about
±3 cm [32]. Notice that the phase center uncertainty will
impact the precision against the ground truth, but will not
change the measurement consistency.

6. EXPERIMENTAL EVALUATION
We evaluate the the proposed approach through inten-

sive experimental measurements in indoor environments as
shown in Fig. 13. We will present final 3D localization re-
sults as well as the 1D ranging and 2D localization. The
transmitting frequency combination used in the 1D, 2D and
3D evaluations is the #1 sequence shown in Table. 1. The
#2 sequence with reduced number of frequencies is used for
the real-time tracking evaluations.

Hardware: The harmonic reader and the tag were imple-
mented on PCB and are shown in Fig. 9(a)(e). The PCB tag
was connected to a single antenna (Tagolas broadband an-
tenna [33]) with average gain of �1.9 dBi. For continuous
tracking, we adopted broadband whip antenna [34] for its
reduced size. As the WISP was designed based on general-
purpose micro-controller platform, which was power hungry
and less e�cient in energy harvesting compared to ASIC
RFID tags. To avoid interruption in the operation conti-
nuity due to energy harvesting ine�ciency of the present
prototype, we bypassed the digital logics when performing
continuous real-time tracking. For 3D localization, 4 Rx
patch antennas which covered the harmonic band and 1 Tx



Table 1: Optimal Tx frequency combinations used in experiment
# No.of freq. Freq. (MHz) BW% Phase error threshold � Reading range R

1 8 721 750 829 889 950 996 1045 1060 38% 34� 4 m
2 5 829 889 950 1033 1080 26% 24� 4 m

Figure 14: (a) Measured CDF of thermal noise induced phase error. (b) Measured CDF of multi-path
induced phase error. (c) Measured CDF of 1-D ranging error. (d) Measured CDF of 2-D localization error.
(e) A sample of 2D location measurements. (f)(g)(h) Measured CDF of 3D localization error in environments
shown in Fig. 13 (a),(b) and (c), respectively.

Yagi antenna which covered the fundamental frequency band
were used. To help measure the localization error, we set up
a wooden table with ruler markers. The 4 Rx antenna posi-
tions were (122, 124,�83) cm, (12, 124, 0) cm, (12, 14, 0) cm,
(122, 14, 0) cm, respectively. The distance from the Tx an-
tenna to the center of the table was 100 cm. The reader
communicated to the host computer through Bluetooth.

Software: The control program on the host computer was
implemented via National Instrument Labview. After ob-
taining data from reader via Bluetooth, Labview will then
call the ranging and localization programs. A STM32 Cor-
tex M4 micro-controller coordinated amplification for both
transmitter and receiver, the frequency synthesizer which
handled frequency hopping, the ADC sampling for the de-
coded phase values, and communication between the host
computer and the reader. The control program on the micro-
controller was implemented with the Chibi-OS RT platform.

6.1 1D ranging measurements
The cumulative distribution function (CDF) of thermal-

noise induced phase measurement error and the multi-path
induced phase measurement error in an open lab are shown
in Fig. 14(a)(b). The thermal induced phase error is below
1�, while error is dominated by multi-path phase error which
can be as large as 60�. However, our system can tolerate
such large phase error by reliably computing phase cycle
integers within a search range of R = 4 m. The CDF of 1-D
ranging is shown in Fig. 14(c). We achieve ranging below
1 cm over 90% with median error of 3 mm.

6.2 2D localization measurements
The CDF of 2D measurement results is shown in Fig. 14(d).

In 2D experiments the #1 Rx antenna position was mounted
at (122, 124, 0) cm and the rest 3 Rx antenna positions re-
mained unchanged. The search space is constrained to 2D.
We achieved median error of 0.53 cm and 0.82 cm in the X
and Y positions respectively. A sample measurement in the
2D plane is shown in Fig. 14(e), where we put the tag on the
lattice in random order and our system was able to compute
each location instantly.

6.3 3D localization measurements
The CDF of 3D localization measurements are shown in

Fig. 14(f)(g)(h). Three scenarios shown in Fig. 13 were
tested to demonstrate robust measurements under di↵erent
indoor multi-path interferences. The measurement was con-
ducted in a region of 60 cm⇥60 cm⇥40 cm above the table
with the help of a foam stair which was put at di↵erent loca-
tions on the table. For lab environment, we achieved median
errors of 0.59, 1.54 and 1.97 cm for X, Y and Z coordinates
and a total median error of 3.5 cm. While the maximum
errors for X, Y, Z are 3.82, 4.56 and 9.17 cm. By comparing
Fig. 14(g)(h) to Fig. 14(f), the measurements were shown to
be stable in other indoor environments. The major contri-
bution of the measurement error is from the measured Rx
antenna position error. Because of the low diversity in the
Z direction as we mounted Rx antenna # 2,3,4 in the XY
plane between the #1 Rx antenna and the target tag, error
along Z axis is significantly higher.

6.4 Localization with various scatters
To further show the robustness of the proposed method,

3D localization under various metal scatterers made of alu-
minum balls with diameter around 15 cm and soda cans of



Figure 15: Testing samples of 3D localization in (a) scatterer-free and (b) 5 metal scatterers scenarios. (c)
Median and maximum errors with di↵erent number of scatterers.

Figure 16: Pie chart of time latency for one 3D lo-
calization measurement

heights from 10 cm to 20 cm within the reading zone was
performed. The metal scatterers were randomly distributed
on the table among the TX and RX antennas. A sample
measurement with 5 scatterers is shown in Fig. 15(b) in com-
parison with the scatterer-free case in Fig. 15(a). The mea-
sured median and maximum errors for scatterer-free, 2 scat-
terers, 3 scatterers and 5 scatterers are shown in Fig. 15(c).
The outliers with above 10cm localization errors all have
wrong cycle integer estimation when the multi-path phase
errors are beyond our current system tolerance. The median
errors all fell within centimeter range due to the accurate
phase cycle integer solution. There was no obvious relation-
ship between the median errors and number of scatterers
among the measurements, as when the phase cycle integer
calculation are correct, the major error source came from the
antenna phase center uncertainties which could vary during
each calibration. Further integration with more receiver an-
tennas or with beamforming capabilities to solve such prob-
lems will be in the future work [29].

6.5 Real-time 3D tracking
In contrast to approaches which relied on relative motion

and were thus not suitable for real-time application due to
high latency [6, 10, 14], our approach can compute real-
time 3D location accurately. Currently, the latency of our
system to compute one 3D location is 0.155 seconds. The
pie-chart of time consumption is shown in Fig. 16. The HM-
FCW ranging algorithm and 3D localization computation
consume 0.043 second (28%). The ADC consumes 0.042 sec-
ond (27%) while the uplink data communication took 0.036
second (23%) To ensure Labview running smoothly, an idle
time of 0.035 second (22%) was also inserted.

The location sampling frequency can be further increased
by running ADC sampling, uplink data communication and
localization calculation in parallel, thus achieving location
sampling rate above 13Hz. Two experiments were performed,
in the first experiment, we built an “3D-mouse” moving in

air. Fig. 17 shows real-time tracking of the“3D-mouse”mov-
ing left, up, inward and circularly, respectively. In the exper-
iment, the nonlinear RFID tag was connected to a broad-
band whip antenna to reduce the total system weight. In
the second experiment, the tag was mounted on the top
of a toy train and tracking was shown in Fig. 18. The
Z-direction information (trajectory height) was denoted by
color. Fig. 19 shows the tracking trajectory standard devi-
ation for 10 loops. The localization error in Figs. 14 and 15
is calculated as the di↵erence between ruler measurements
and our reader measurements, which may contain bias and
distortion. The trajectory deviation in Fig. 19 is a rela-
tive measurement and can show the ability of our system
to separate two adjacent locations. Because our localization
approach was based on resolving the phase cycle integer, the
measurements was highly sensitive to location. We achieved
standard deviation of 0.138, 0.258 and 0.262cm along X, Y
and Z directions, respectively.

7. FURTHER DISCUSSIONS
As nonlinear backscatter is fundamentally di↵erent from

conventional linear backscatter, several concerns need to be
addressed. In this section, we briefly discuss issues and out-
looks along its development path.

7.1 Legitimate use of the spectrum

7.1.1 Legality on the harmonic re-radiation

The proposed RFID tags are passive devices with operat-
ing power < 1mW (not actively radiating but only backscat-
tering on the harmonics). For such passive tags, FCC regu-
lation states that “a passive tag does not contain battery is
not certified individually” and “only the reader needs to be
tested” [35]. The interference from our harmonic backscat-
tering to cellular bands is minimal and conforms to regu-
lation. For the interference from the cellular bands to our
receiver, more studies are needed, and we are currently inves-
tigating frequency hopping and orthogonal code injection.

7.1.2 Legality on the reader

The issue of sending multiple fundamental frequencies can
be addressed by utilizing multi-band HMFCW ranging[20]
to fit the present FCC regulation (e.g. by using two ISM
bands). Recently, more opportunities arise from white space
and other un-licensed uses which are opened up by FCC to
provide more robust local access. For example, FCC now
allows unlicensed use in the 5GHz band [36]. On Novem-
ber 4, 2008 FCC approved Report & Order 08-260, allowing
unlicensed use of TV band spectrum [37]. When IoT and



Figure 17: 3D-mouse tracking: (a) moving left; (b) moving up; (c) moving inward; (d) moving circularly.

Table 2: Optimal Tx frequency combination using multi-band HMFCW ranging
Bands No. of freq. Freq. (MHz) Phase error threshold � Reading range R

Dual ISM bands 5 910 928 2400 2461 2474 21� 4 m
TV white space & ISM bands 10 928 916 908 698 631 624 579 551 521 470 56.5� 4 m

Figure 18: Real-time 3D tracking of a passive tag
attached to a toy train.

Figure 19: Tracking trajectory standard deviation.

proximity intelligence expand their applications in the fu-
ture, further spectral choices can be possible. As the present
demonstration is our experimental prototype, we selected
the frequencies for proof of concepts, partially because the
RF components in these bands are available commercially
for board-level designs of our harmonic reader. For future
development, we have more design freedom on the desirable
bands in a custom IC solution. Multi-band HMFCW rang-
ing operation [20] is similar to single-band HMFCW ranging.
Given the frequency constraint, we can optimize the phase
error threshold �(F,K,R) defined in Eq. (17) by heuris-
tic optimization. Using these white-space channels and ISM
bands in Table. 2, we can achieve phase error threshold as
large as 56.5�.

7.2 Limitations on the reading range
For nonlinear backscatter with large separation of uplink

and downlink frequencies, the received noise floor is fun-
damentally determined by the thermal noise instead of the
phase noise skirt from the transmitter. The receiver noise
floor is hence determined by the following equation [42]:

Noise F loor = �174dBm/Hz +NF + 10 log(B) (23)

As data modulation is not required to separate the received

signal from un-modulated reader inquiry signal, the band-
width B could be designed to be small due to the low data
rate a typical RFID requires. Consider a noise figure (NF )
of 15dB for a common receiver and a 1KHz bandwidth,
the noise floor of the receiver theoretically can be as low
as �129dBm. In fact, today’s GPS receiver generally has
sensitivity about �160dBm [38]. The reading range can be
further increased with smaller B, better NF , and higher
harmonic backscatter power, which could lead to a reading
range much larger than 10m. When data communication is
required for tag ID information, similar to today’s passive
UHF RFID system, the reading range is most often limited
by the downlink (reader-to-tag) due to the low e�ciency for
the RF-to-DC converter on the passive tag. However, recent
progress in the IC research community reported a passive tag
with RF-to-DC conversion sensitivity as low as �34dBm,
which would drastically increase downlink reading range in
the near future [39]. However, to meet the theoretical re-
ceiving noise floor, careful design in receiving architecture
needs to be taken. Homodyne receivers, although simple,
have several limitations as discussed in [43]. We expect sig-
nificant improvement for the reading range when switching
to a heterodyne receiver architecture [42]

7.3 Cost of nonlinear backscatter technology
For the nonlinear tags, if we consider the board-level im-

plementation as in WISP, the additional discrete compo-
nents will add about $1-2 for the additional BOM. In the
future, when the nonlinear tag is implemented on CMOS IC,
the cost is determined by the die area. Current RFID tag die
has size typically about 0.5mm⇥ 0.5mm which corresponds
to cost about $0.1 [40]. The NLTL is CMOS compatible and
can be designed in an compact area of 0.35mm⇥0.6mm [41].
The additional area will add another $0.1 to $0.2 for each
tag. It is possible that the entire NLTL can be on the top
two metal layers and overlaid with the digital part, where
the cost increment will then be minimal.

8. CONCLUSIONS
In this work, we show that real-time centimeter-accuracy

3D localization can be achieved for RFID with the nonlin-
ear backscatter approach. Our present setup can achieve
3.5cm 3D localization accuracy and 0.155 seconds latency.
Compared to previous work, the proposed approach does
not need any relative motion or anchor nodes and therefore
can be readily applied to a large variety of applications.
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